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PREFACE

This book is the result of many years of wondering about and research-
ing the conceptual foundations of electromagnetics. My goal was to
write a book that provided the reader with a conceptual understanding
of electromagnetics and the insight to efficiently apply this under-
standing to real problems that confront scientists, engineers, and tech-
nicians. The fundamental equations that govern electromagnetic
phenomena are those given to us by James Clerk Maxwell, and are com-
monly known as Maxwell’s equations. Excepting quantum phenomena,
all electromagnetic problems can be solved from Maxwell’s equations.
(The complete theory of electromagnetics, which includes quantum
effects, is quantum electrodynamics, often abbreviated as QED.) How-
ever, many people lack the time and/or mathematical background 
to pursue the laborious calculations involved with the equations of 
electromagnetism. Furthermore, mathematics is just a tool, albeit a 
very powerful tool. For many problems, exacting calculations are not
required. To truly understand, develop, and apply any branch of science
requires a solid conceptual understanding of the material. As Albert 
Einstein stated, “Physics is essentially an intuitive and concrete science.
Mathematics is only a means for expressing the laws that govern phe-
nomena.”* To this end, this book does not present Maxwell’s equations
and does not require any knowledge of these equations; nor is it required
for the reader to know calculus or advanced mathematics.

The lack of advanced math in this book, I’m sure, will be a tremen-
dous relief to most readers. However, to some readers, lack of math-
ematical rigor will be a negative attribute and perhaps a point for 
criticism. I contend that as long as the facts are correct and presented
clearly, mathematics is not necessary for fundamental understanding,
but rather for detailed treatment of problems. Moreover, everyday scien-
tific practice shows that knowing the mathematical theory does not

xi

*Quoted in A. P. French, ed., Einstein: A Centenary Volume, Cambridge, Mass.: Harvard
University Press, 1979, p. 9.



ensure understanding of the real physical “picture.” Certainly, mathe-
matics is required for any new theories or conclusions. The material that
I cover has been addressed formally in the literature, and readers are
encouraged to pursue the numerous references given throughout. Con-
ceptual methods for teaching the physical sciences have long been in use,
but I think that the field of electromagnetics has been neglected and
needs a book such as this. If relativity, quantum theory, and particle
physics can be taught without mathematics, why not electromagnetics?

As inspiration and guide for my writing I looked to the style of writing
in works such as The Art of Electronics by Paul Horowitz and Winifred
Hill, several books by Richard Feynman, and the articles of the maga-
zine Scientific American.

SUGGESTED AUDIENCE AND GUIDE FOR USE

This text is mainly intended as an introductory guide and reference for
engineers and students who need to apply the concepts of electromag-
netics to real-world problems in electrical engineering. Germane disci-
plines include radio frequency (RF) design, high-speed digital design,
and electromagnetic compatibility (EMC). Electromagnetism is the
theory that underlies all of electronics and circuit theory. With circuit
theory being only an approximation, many problems, such as those of
radiation and transmission line effects, require a working knowledge of
electromagnetic concepts. I have included practical tips and examples
of real applications of electromagnetic concepts to help the reader bridge
the gap between theory and practice.

Taking a more general view, this book can be utilized by anyone learn-
ing electromagnetics or RF theory, be they scientist, engineer, or tech-
nician. In addition to self-study, it could serve well as a companion text
for a traditional class on electromagnetics or as a companion text for
classes on RF or high-speed electronics.

Those readers interested in RF or electromagnetics in general will find
the entire book useful. While Chapter 1 serves as a good introduction
for everyone, Chapters 2, 3, and 4 cover the basics and may be unnec-
essary for those who have some background in electromagnetics. I direct
those readers whose discipline is digital design to focus on Chapters 1,
7, 8, and 12. These four chapters cover the important topics that relate
to digital circuits and electromagnetic compatibility. EMC engineers
should also focus on these four chapters, and in addition will probably
be interested in the chapters that cover radiation (Chapter 5), shielding
(Chapter 9), and antennas (Chapter 11). Chapter 6, which covers rela-
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tivity and quantum theory, is probably not necessary for a book like this,
but I have included it because these topics are fascinating to learn about
and provide a different perspective of the electromagnetic field.

PARTING NOTES

I gladly welcome comments, corrections, and questions, as well as sug-
gestions for topics of interest for possible future editions of this book.
As with any writing endeavor, the publishing deadline forces the author
to only briefly address some topics and omit some topics all together. 
I am also considering teaching one- or two-day professional courses cov-
ering selected material. Please contact me if such a course may be of
interest to your organization. Lastly, I hope this book is as much a plea-
sure to read as it was to write.

Ron Schmitt, emag_schmitt@yahoo.com
Orono, Maine

July 2001
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1 INTRODUCTION AND
SURVEY OF THE
ELECTROMAGNETIC
SPECTRUM

How does electromagnetic theory tie together such broad phenomena
as electronics, radio waves, and light? Explaining this question in the
context of electronics design is the main goal of this book. The basic
philosophy of this book is that by developing an understanding of 
the fundamental physics, you can develop an intuitive feel for how 
electromagnetic phenomena occur. Learning the physical foundations
serves to build the confidence and skills to tackle real-world problems,
whether you are an engineer, technician, or physicist.

The many facets of electromagnetics are due to how waves behave at
different frequencies and how materials react in different ways to waves
of different frequency. Quantum physics states that electromagnetic
waves are composed of packets of energy called photons. At higher fre-
quencies each photon has more energy. Photons of infrared, visible
light, and higher frequencies have enough energy to affect the vibra-
tional and rotational states of molecules and the electrons in orbit of
atoms in the material. Photons of radio waves do not have enough
energy to affect the bound electrons in a material. Furthermore, at low
frequencies, when the wavelengths of the EM waves are very long com-
pared to the dimensions of the circuits we are using, we can make many
approximations leaving out many details. These low-frequency approx-
imations give us the familiar world of basic circuit theory.

THE NEED FOR ELECTROMAGNETICS

So why would an electrical engineer need to know all this theory? There
are many reasons why any and all electrical engineers need to under-
stand electromagnetics. Electromagnetics is necessary for achieving 

1



electromagnetic compatibility of products, for understanding high-
speed digital electronics, RF, and wireless, and for optical computer 
networking.

Certainly any product has some electromagnetic compatibility (EMC)
requirements, whether due to government mandated standards or
simply for the product to function properly in the intended environ-
ment. In most EMC problems, the product can be categorized as either
an aggressor or a victim. When a product is acting as an aggressor, it is
either radiating energy or creating stray reactive fields at power levels
high enough to interfere with other equipment. When a product is
acting as a victim, it is malfunctioning due to interference from other
equipment or due to ambient fields in its environment. In EMC, victims
are not always blameless. Poor circuit design or layout can create prod-
ucts that are very sensitive to ambient fields and susceptible to picking
up noise. In addition to aggressor/victim problems, there are other prob-
lems in which noise disrupts proper product operation. A common
problem is that of cabling, that is, how to bring signals in and out of a
product without also bringing in noise and interference. Cabling prob-
lems are especially troublesome to designers of analog instrumentation
equipment, where accurately measuring an external signal is the goal of
the product.

Moreover, with computers and networking equipment of the 21st
century running at such high frequencies, digital designs are now in the
RF and microwave portion of the spectrum. It is now crucial for digital
designers to understand electromagnetic fields, radiation, and transmis-
sion lines. This knowledge is necessary for maintaining signal integrity
and for achieving EMC compliance. High-speed digital signals radiate
more easily, which can cause interference with nearby equipment. High-
speed signals also more often cause circuits within the same design to
interfere with one another (i.e., crosstalk). Circuit traces can no longer
be considered as ideal short circuits. Instead, every trace should be con-
sidered as a transmission line because reflections on long traces can
distort the digital waveforms. The Internet and the never-ending quest
for higher bandwidth are pushing the speed of digital designs higher
and higher. Web commerce and applications such as streaming audio
and video will continue to increase consumer demand for higher band-
width. Likewise, data traffic and audio and video conferencing will do
the same for businesses. As we enter the realm of higher frequencies,
digital designs are no longer a matter of just ones and zeros.

Understanding electromagnetics is vitally important for RF (radio fre-
quency) design, where the approximations of electrical circuit theory
start to break down. Traditional viewpoints of electronics (electrons
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flowing in circuits like water in a pipe) are no longer sufficient for 
RF designs. RF design has long been considered a “black art,” but it is time
to put that myth to rest. Although RF design is quite different from low-
frequency design, it is not very hard to understand for any electrical engi-
neer. Once you understand the basic concepts and gain an intuition for
how electromagnetic waves and fields behave, the mystery disappears.

Optics has become essential to communication networks. Fiber optics
are already the backbone of telecommunications and data networks. As
we exhaust the speed limits of electronics, optical interconnects and pos-
sibly optical computing will start to replace electronic designs. Optical
techniques can work at high speeds and are well suited to parallel oper-
ations, providing possibilities for computation rates that are orders of
magnitude faster than electronic computers. As the digital age pro-
gresses, many of us will become “light engineers,” working in the world
of photonics. Certainly optics is a field that will continue to grow.

THE ELECTROMAGNETIC SPECTRUM

For electrical engineers the word electromagnetics typically conjures up
thoughts of antennas, transmission lines, and radio waves, or maybe
boring lectures and “all-nighters” studying for exams. However, this
electrical word also describes a broad range of phenomena in addition
to electronics, ranging from X-rays to optics to thermal radiation. In
physics courses, we are taught that all these phenomena concern elec-
tromagnetic waves. Even many nontechnical people are familiar with
this concept and with the electromagnetic spectrum, which spans from
electronics and radio frequencies through infrared, visible light, and
then on to ultraviolet and X-rays. We are told that these waves are all
the same except for frequency. However, most engineers find that even
after taking many physics and engineering courses, it is still difficult to
see much commonality across the electromagnetic spectrum other than
the fact that all are waves and are governed by the same mathematics
(Maxwell’s equations). Why is visible light so different from radio
waves? I certainly have never encountered electrical circuits or anten-
nas for visible light. The idea seems absurd. Conversely, I have never
seen FM radio or TV band lenses for sale. So why do light waves and
radio waves behave so differently?

Of course the short answer is that it all depends on frequency, but on
its own this statement is of little utility. Here is an analogy. From basic
chemistry, we all know that all matter is made of atoms, and that atoms
contain a nucleus of protons and neutrons with orbiting electrons. The
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characteristics of each element just depend on how many protons the
atom has. Although this statement is illuminating, just knowing the
number of protons in an atom doesn’t provide much more than a frame-
work for learning about chemistry. Continuing this analogy, the electro-
magnetic spectrum as shown in Figure 1.1 provides a basic framework for
understanding electromagnetic waves, but there is a lot more to learn.

To truly understand electromagnetics, it is important to view differ-
ent problems in different ways. For any given frequency of a wave, there
is also a corresponding wavelength, time period, and quantum of
energy. Their definitions are given below, with their corresponding rela-
tionships in free space.

4 INTRODUCTION AND SURVEY OF THE ELECTROMAGNETIC SPECTRUM

frequency, f, the number of oscillations per second
wavelength, l, the distance between peaks of a wave:

time period, T, the time between peaks of a wave:

photon energy, E, the minimum value of energy that can be transferred
at this frequency:

where c equals the speed of light and h is Planck’s constant.

 E h f= ¥

 
T

f
= 1

 
l = c

f

Depending on the application, one of these four interrelated values
is probably more useful than the others. When analyzing digital trans-
mission lines, it helps to compare the signal rise time to the signal transit
time down the transmission line. For antennas, it is usually most intu-
itive to compare the wavelength of the signal to the antenna length.
When examining the resonances and relaxation of dielectric materials
it helps to compare the frequency of the waves to the resonant frequency
of the material’s microscopic dipoles. When dealing with infrared,
optical, ultraviolet, and X-ray interactions with matter, it is often most
useful to talk about the energy of each photon to relate it to the orbital
energy of electrons in atoms. Table 1.1 lists these four values at various
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6 INTRODUCTION AND SURVEY OF THE ELECTROMAGNETIC SPECTRUM

Table 1.1 Characteristics of Electromagnetic Waves at Various 
Frequencies

Copper Copper
Skin Propagation

Frequency Wavelength Photon Energy Period Depth Phase Angle

60Hz 5000km 2.48 ¥ 10-13 eV 16.7msec 8.4mm 45°
Power line (conductor)

frequency

440Hz 681km 1.82 ¥ 10-12 eV 2.27msec 3.1mm 45°
audio (conductor)

1MHz 300km 4.14 ¥ 10-9 eV 1.00msec 65mm 45°
AM radio (conductor)

100MHz 3.00m 4.14 ¥ 10-7 eV 10.0nsec 6.5mm 45°
FM radio (conductor)

2.45GHz 12.2cm 1.01 ¥ 10-7 eV 40.8psec 1.3mm 45°
Microwave (conductor)

oven

160GHz 1.87mm 6.62 ¥ 10-4 eV 6.25psec 0.16mm 46°
Cosmic (conductor)

background
radiation
(“Big Bang”)
peak

4.7THz 63.8mm 1.94 ¥ 10-2 eV 213fsec 27.3nm 68°
Relaxation

resonance of
copper

17.2THz 17.4mm 7.11 ¥ 10-2 eV 5.81fsec 21.8nm 82°
Room

temperature
Blackbody

infrared peak

540THz 555nm 2.23eV 1.85fsec 21.8nm 90°
Center of (reflecting

visible band plasma)

5000THz 60.0nm 20.7eV 0.60fsec 89mm 0°
Ultraviolet (transparent

plasma)

1 ¥ 107 THz 30pm 4.14 ¥ 104 eV 1.00 ¥ 400m 0°
Diagnostic 10-19 sec (transparent

x-ray plasma)

1 ¥ 108 THz 3.0pm 4.15 ¥ 105 eV 1.00 ¥ 40km 0°
Gamma ray 10-20 sec (transparent

from 198Hg plasma)
nucleus
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Blackbody
Characteristic Aperture for Aperture for 

Dipole Radiation Radiation Photon Rate for Human Quality Minimal Quality 
Field Border Temperature 1mW Source Imaging Imaging

795km <1°K 2.5 ¥ 1028 2.7 ¥ 1010 m 7.0 ¥ 107 m
photons/sec

108km <1°K 3.4 ¥ 1027 3.7 ¥ 109 m 9.5 ¥ 106 m
photons/sec

47.7m <1°K 1.5 ¥ 1024 1.6 ¥ 106 m 4200m
photons/sec

47.7cm <1°K 1.5 ¥ 1022 1600m 42m
photons/sec

1.95cm <1°K 6.2 ¥ 1020 660m 1.7m
photons/sec

298mm 2.72°K 9.4 ¥ 1018 10m 2.6cm
(temperature photons/sec
of outer
space)

40.2mm 80°K 3.2 ¥ 1017 35cm 0.89mm
photons/sec

2.77mm 20°C 8.8 ¥ 1016 9.4cm 0.24mm
photons/sec

88.4nm 9440°K 2.8 ¥ 1015 3.0mm 7.8mm
photons/sec

9.54nm 85,000°K 3.0 ¥ 1014 0.32mm 840nm
photons/sec

4.77pm 1.7 ¥ 108°K 1.5 ¥ 1011 160nm 420pm
photons/sec

0.477pm 1.7 ¥ 109°K 1.5 ¥ 1010 16nm 42pm
photons/sec



parts of the electromagnetic spectrum, and also includes some other rel-
evant information. If some of these terms are unfamiliar to you, don’t
fret—they’ll be explained as you progress through the book.

ELECTRICAL LENGTH

An important concept to aid understanding of electromagnetics is elec-
trical length. Electrical length is a unitless measure that refers to the
length of a wire or device at a certain frequency. It is defined as the ratio
of the physical length of the device to the wavelength of the signal 
frequency:

As an example, consider a 1-meter long antenna. At 1kHz this
antenna has an electrical length of about 3 ¥ 10-6. An equivalent way
to say this is in units of wavelength; that is, a 1 meter antenna is 3 ¥
10-6 l long at 1kHz. At 1kHz this antenna is electrically short. However, 
at 100MHz, the frequency of FM radio, this antenna has an electrical
length of 0.3 and is considered electrically long. In general, any device
whose electrical length is less than about 1/20 can be considered 
electrically short. (Beware: When working with wires that have con-
siderable loss or large impedance mismatches, even electrical lengths 
of 1/50 may not be electrically short.) Circuits that are electrically 
short can in general be fully described by basic circuit theory without
any need to understand electromagnetics. On the other hand, circuits
that are electrically long require RF techniques and knowledge of 
electromagnetics.

At audio frequencies and below (<20kHz), electromagnetic waves
have very long wavelengths. The wavelength is typically much larger
than the length of any of the wires in the circuit used. (An exception
would be long telephone lines.) When the wavelength is much longer than
the wire lengths, the basic rules of electronic circuits apply and electromag-
netic theory is not necessary.

THE FINITE SPEED OF LIGHT

Another way of looking at low-frequency circuitry is that the period (the
inverse of frequency) of the waves is much larger than the delay through
the wires. “What delay in the wires?” you might ask. When we are

 
Electrical length = L

l
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involved in low-frequency circuit design it is easy to forget that the elec-
trical signals are carried by waves and that they must travel at the speed
of light, which is very fast (about 1 foot/nsec on open air wires), but not
infinite. So, even when you turn on a light switch there is a delay before
the light bulb receives the voltage. The same delay occurs between your
home stereo and its speakers. This delay is typically too small for
humans to perceive, and is ignored whenever you approximate a wire
as an ideal short circuit. The speed of light delay also occurs in tele-
phone lines, which can produce noticeable echo (>50msec) if the con-
nection spans a large portion of the earth or if a satellite feed is used.
Long distance carriers use echo-cancellation electronics for international
calls to suppress the effects. The speed of light delay becomes very
important when RF or high-speed circuits are being designed. For
example, when you are designing a digital system with 2nsec rise-times,
a couple feet of cable amounts to a large delay.

ELECTRONICS

Electronics is the science and engineering of systems and equipment
that utilize the flow of electrons. Electrons are small, negatively charged
particles that are free to move about inside conductors such as copper
and gold. Because the free electrons are so plentiful inside a conductor,
we can often approximate electron flow as fluid flow. In fact, most of us
are introduced to electronics using the analogy of (laminar) flow of water
through a pipe. Water pressure is analogous to electrical voltage, and
water flow rate is analogous to electrical current. Frictional losses in the
pipe are analogous to electrical resistance. The pressure drop in a pipe
is proportional to the flow rate multiplied by the frictional constant of
the pipe. In electrical terms, this result is Ohm’s law. That is, the voltage
drop across a device is equal to the current passing through the device
multiplied by the resistance of the device:

Now imagine a pump that takes water and forces it through a pipe and
then eventually returns the water back to the tank. The water in the
tank is considered to be at zero potential—analogous to an electrical
ground or common. A pump is connected to the water tank. The pump
produces a pressure increase, which causes water to flow. The pump is
like a voltage source. The water flows through the pipes, where frictional
losses cause the pressure to drop back to the original “pressure poten-
tial.” The water then returns to the tank. From the perspective of energy

 Ohm s law V I R’ : = ◊
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flow, the pump sources energy to the water, and then in the pipes all of
the energy is lost due to friction, converted to heat in the process. Keep
in mind that this analogy is only an approximation, even at DC.

Basic circuit theory can be thought of in the same manner. The current
flows in a loop, or circuit, and is governed by Kirchhoff’s laws (as shown
in Figures 1.2 and 1.3). Kirchhoff’s voltage law (KVL) says that the volt-
ages in any loop sum to zero. In other words, for every voltage drop in a
circuit there must be a corresponding voltage source. Current flows in a
circle, and the total of all the voltage sources in the circle or circuit is
always equal to the total of all the voltage sinks (resistors, capacitors,
motors, etc.). KVL is basically a consequence of the conservation of
energy.

Kirchhoff’s current law (KCL) states that when two or more branches
of a circuit meet, the total current is equal to zero. This is just conser-
vation of current. For example, if 5 amps is coming into a node through
a wire, then 5 amps must exit the node through another wire(s). In our
water tank analogy, this law implies that no water can leave the system.
Current can’t just appear or disappear.

Additional rules of basic circuit theory are that circuit elements are
connected through ideal wires. Wires are considered perfect conductors
with no voltage drop or delay. The wires between components are there-
fore all considered to be at the same voltage potential and are referred
to as a node. This concept often confuses the beginning student of elec-
tronics. For an example, refer to Figure 1.4. In most schematic diagrams,
the wire connections are in fact considered to be ideal. This method of
representing electronic circuits is termed “lumped element” design.
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Figure 1.2 A simple circuit demonstrating Kirchhoff’s
voltage law (V = V1 + V2 + V3).
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Figure 1.3 A simple circuit demonstrating Kirchhoff’s
current law (I1 = I2 + I3).

Figure 1.4 A simple circuit demonstrating the voltage node
principle. The voltage is the same everywhere inside each of
the dotted outlines.



The ironic thing about this is that the beginning student is taught to
ignore the shape and length of wires, but at RF frequencies the length
and shape of the wires become just as important as the components.
Engineering and science are filled with similar situations where you
must develop a simplified understanding of things before learning all
the exceptions and details. Extending the resistance concept to the
concept of AC (alternating current) impedance allows you to include
capacitors and inductors. That is circuit theory in a nutshell. There are
no antennas or transmission lines. We can think of the circuit as elec-
trons flowing through wires like water flowing through a pipe. Electro-
magnetics is not needed.

ANALOG AND DIGITAL SIGNALS

Electronics is typically divided into the categories of analog and digital.
Analog signals are continuously varying signals such as audio signals.
Analog signals typically occupy a specific bandwidth and can be decom-
posed in terms of sinusoids using Fourier theory. For example, signals
carrying human voice signals through the telephone network occupy
the frequency band from about 100Hz to about 4000Hz.

Digital signals, on the other hand, are a series of ones and zeroes. A
typical method to represent a digital signal is to use 5V for a one and 0
V for a zero. A digital clock signal is shown as an example in Figure 1.5.
Fourier theory allows us to create such a square wave by summing indi-
vidual sine waves. The individual sine waves are at multiples or har-
monics of the clock frequency.* To create a perfectly square signal (signal
rise and fall times of zero) requires an infinite number of harmonics,
spanning to infinite frequency. Of course, this is impossible in reality,
so all real digital signals must have rise and fall times greater than zero.
In other words, no real digital signal is perfectly square. When perform-
ing transmission line and radiation analysis for digital designs, the rise and
fall times are the crucial parameters.

RF TECHNIQUES

At higher frequencies, basic circuit theory runs into problems. For
example, if wires are electrically long, transmission line effects can occur.
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*Rock musicians may find it interesting to know that the signal of an electric guitar
with distortion looks very similar to Figure 1.5. The distortion effect for guitars is
created by “squaring off” the sine waves from the guitar, using a saturated amplifier.
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Figure 1.5 A 5Hz clock signal and its frequency content.



The basic theory no longer applies because electromagnetic wave reflec-
tions bouncing back and forth along the wires cause problems. These
electromagnetic wave reflections can cause constructive or destructive
interference resulting in the breakdown of basic circuit theory. In fact,
when a transmission line has a length equal to one quarter wavelength
of the signal, a short placed at the end will appear as an open circuit at
the other end! Certainly, effects like this cannot be ignored. Further-
more, at higher frequencies, circuits can radiate energy much more
readily; that is circuits can turn into antennas. Parasitic capacitances and
inductances can cause problems too. No component can ever be truly
ideal. The small inductance of component leads and wires can cause 
significant voltage drops at high frequencies, and stray capacitances
between the leads of the component packages can affect the operation
of a high-frequency circuit. These parasitic elements are sometimes
called “the hidden schematic” because they typically are not included
on the schematic symbol. (The high-frequency effects just mentioned
are illustrated in Figure 1.6.)

How do you define the high-frequency regime? There is no exact
border, but when the wavelengths of the signals are similar in size or
smaller than the wire lengths, high-frequency effects become important;
in other words, when a wire or circuit element becomes electrically long,
you are dealing with the high-frequency regime. An equivalent way to
state this is that when the signal period is comparable in magnitude 
or smaller than the delay through the interconnecting wires, high-
frequency effects become apparent. It is important to note that for digital
signals, the designer must compare the rise and fall times of the digital signal
to the wire delay. For example, a 10MHz digital clock signal may only have
a signal period of 100nsec, but its rise time may be as low as 5nsec.
Hence, the RF regime doesn’t signify a specific frequency range, but 
signifies frequencies where the rules of basic circuit theory breakdown. 
A good rule of thumb is that when the electrical length of a circuit element
reaches 1/20, RF (or high-speed digital) techniques may need to be used.

When working with RF and high-frequency electronics it is impor-
tant to have an understanding of electromagnetics. At these higher fre-
quencies, you must understand that the analogy of electrons acting like
water through a pipe is really more of a myth than a reality. In truth,
circuits are characterized by metal conductors (wires) that serve to guide
electromagnetic energy. The circuit energy (and therefore the signal) is
carried between the wires, and not inside the wires. For an example, con-
sider the power transmission lines that deliver the electricity to our
homes at 60Hz. The electrons in the wires do not directly transport the
energy from the power plant to our homes. On the contrary, the energy
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is carried in the electromagnetic field between the wires. This fact is
often confusing and hard to accept for circuit designers. The wire elec-
trons are not experiencing any net movement. They just slosh back and
forth, and through this movement they propagate the field energy down
the wires. A good analogy is a “bucket brigade” that people sometimes
use to fight fires. A line of firefighters (analogous to the electrons) is set
up between the water source (signal source) and the fire (the load).
Buckets of water (the electromagnetic signal) are passed along the line
from firefighter to firefighter. The water is what puts out the fire. The
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Figure 1.6 Some effects that occur in high-frequency
circuits.



people are just there to pass the water along. In a similar manner, the
electrons just serve to pass the electromagnetic signal from source to
load. This statement is true at all electronic frequencies, DC, low fre-
quency, and RF.

MICROWAVE TECHNIQUES

At microwave frequencies in the GHz range, circuit theory is no longer
very useful at all. Instead of thinking about circuits as electrons flowing
through a pipe, it is more useful to think about circuits as structures to
guide and couple waves. At these high frequencies, lumped elements
such as resistors, capacitors, and inductors are often not viable. As an
example, the free space wavelength of a 30GHz signal is 1cm. There-
fore, even the components themselves are electrically long and do not
behave as intended. Voltage, current, and impedance are typically not
used. In this realm, electronics starts to become similar to optics in that
we often talk of power transmitted and reflected instead of voltage 
and current. Instead of impedance, reflection/transmission coefficients
and S-parameters are used to describe electronic components. Some
microwave techniques are shown in Figure 1.7.

INFRARED AND THE ELECTRONIC SPEED LIMIT

The infrared region is where the spectrum transitions from electronics
to optics. The lower-frequency portion of the infrared is termed the “far
infrared,” and is the extension of the microwave region. Originally, the
edge of the microwave band (300MHz) was considered the highest
viable frequency for electronics. As technology progresses, the limit 
of electronics extends further into the infrared. Wavelengths in the
infrared are under 1mm, implying that even a 1mm wire is electrically
long, readily radiating energy from electrical currents. Small devices are
therefore mandatory.

At the time of publishing of this book, experimental integrated circuit
devices of several terahertz (1012 Hz) had been achieved, and 40GHz
digital devices had become commercially available for communications
applications. (Terahertz devices were created decades ago using vacuum
tube techniques, but these devices are obviously not viable for comput-
ing devices.) Certainly digital devices in the hundreds of gigahertz will
become commercially viable; in fact, such devices have already been
demonstrated by researchers. Making digital devices past terahertz
speeds will be a very difficult challenge. To produce digital waveforms,
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you need an amplifier with a bandwidth of at least 3 to 5 times the clock
frequency. Already researchers are pursuing special semiconductors such
as Indium Phosphide (InP) electron spin, single-electron, and quantum
devices, as well as molecular electronics. Only time will tell what the
ultimate “speed limit” for electronics will be.

What is almost certain is that somewhere in the infrared frequencies,
electronics will always be impossible to design. There are many prob-
lems in the infrared facing electronics designers. The speed of transis-
tors is limited by their size; consequently, to probe higher frequencies,
the state of the art in integrated circuit geometries must be pushed to
smaller and smaller sizes. Quantum effects, such as tunneling, also cause
problems. Quantum tunneling allows electrons to pass through the gate
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Figure 1.7 Examples of microwave techniques.
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of very small MOSFET transistors. This effect is a major problem facing
researchers trying to further shrink CMOS technology. Furthermore, the
properties of most materials begin to change in the infrared. The con-
ductive properties of metals begin to change. In addition, most dielec-
tric materials become very lossy. Even dielectrics that are transparent 
in the visible region, such as water and glass, become opaque in the 
portions of the infrared. Photons in the infrared are very energetic com-
pared to photons at radio frequencies and below. Consequently, infrared
photons can excite resonant frequencies in materials. Another charac-
teristic of the infrared is that the maximum of heat radiation occurs in
the infrared for materials between room temperature (20°C) and several
thousand degrees Celsius. These characteristics cause materials to readily
absorb and emit radiation in the infrared. For these reasons, we can
readily feel infrared radiation. The heat we feel from incandescent lamps
is mostly infrared radiation. It is absorbed very easily by our bodies.

VISIBLE LIGHT AND BEYOND

At the frequencies of visible light, many dielectrics become less lossy
again. Materials such as water and glass that are virtually lossless with
respect to visible light are therefore transparent. Considering that our
eyes consist mostly of water, we are very fortunate that water is visibly
transparent. Otherwise, our eyes, including the lens, would be opaque
and quite useless. A striking fact of nature is that the absorption coeffi-
cient of water rises more than 7 decades (a factor of 10 million) in mag-
nitude on either side of the visible band. So it is impossible to create a
reasonably sized, water-based eye at any other part of the spectrum. All
creatures with vision exploit this narrow region of the spectrum. Nature
is quite amazing!

At visible frequencies, the approximations of geometric optics can 
be used. These approximations become valid when the objects used
become much larger than a wavelength. This frequency extreme is 
the opposite of the circuit theory approximations. The approximation
is usually called ray theory because light can be approximated by 
rays or streams of particles. Isaac Newton was instrumental in the 
development of geometric optics, and he strongly argued that light 
consisted of particles and not waves. The physicist Huygens developed
the wave theory of light and eventually experimental evidence proved
that Huygens was correct. However, for geometrical optics, Newton’s
theory of particle streams works quite well. An example of geometrical
optics is the use of a lens to concentrate or focus light. Figure 1.8 pro-
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vides a lens example. Most visible phenomena, including our vision, can
be studied with geometrical optics. The wave theory of light is usually
needed only when studying diffraction (bending of light around
corners) and coherent light (the basis for lasers). Wave theory is also
needed to explain the resolution limits of optical imaging systems. A
microscope using visible light can only resolve objects down to about
the size of a wavelength.

At the range of ultraviolet frequencies and above (X-rays, etc.) each
photon becomes so energetic that it can kick electrons out of their
atomic orbit. The electron becomes free and the atom becomes ionized.
Molecules that absorb these high-energy photons can lose the electrons
that bond the molecules together. Ions and highly reactive molecules
called free radicals are produced. These highly reactive ions and mole-
cules cause cellular changes and lead to biological tissue damage and
cancer. Photons of visible and infrared light, on the other hand, are less
energetic and only cause molecular heating. We feel the heat of the
infrared radiation from the sun. We see the light of visible radiation from
the sun. Our skin is burned and damaged by the ultraviolet radiation
from the sun.

X-ray photons, being higher in energy, are even more damaging. Most
materials are to some degree transparent to X-rays, allowing the use 
of X-ray photography to “see through” objects. But when X-rays are
absorbed, they cause cellular damage. For this reason, limited X-ray
exposure is recommended by physicians. The wavelengths of high-
energy X-rays are about the same size as the atomic spacing in matter.
Therefore, to X-rays, matter cannot be approximated as continuous, but
rather is “seen” as lumps of discrete atoms. The small wavelength makes
X-rays useful for studying crystals such as silicon, using the effects of
diffraction. Above X-rays in energy are gamma rays and cosmic rays.
These extremely high-energy waves are produced only in high-energy
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Figure 1.8 A lens that focuses rays of light.



phenomena such as radioactive decay, particle physics collisions,
nuclear power plants, atomic bombs, and stars.

LASERS AND PHOTONICS

Electronic circuits can be created to transmit, amplify, and filter 
signals. These signals can be digital bits or analog signals such as music
or voices. The desire to push electronics to higher frequencies is driven
by two main applications: computers and communication links. For
computers, higher frequencies translate to faster performance. For com-
munication links, higher frequencies translate to higher bandwidth.
Oscillator circuits serve as timing for both applications. Computers are
in general synchronous and require a clock signal. Communications
links need a carrier signal to modulate the information for transmission.
Therefore, a basic need to progress electronics is the ability to create
oscillators.

In the past few decades, photonics has emerged as an alternative to
electronics, mostly in communication systems. Lasers and fiber optic
cables are used to create and transmit pulses of a single wavelength (fre-
quency) of light. In the parlance of optics, single-frequency sources are
known as coherent sources. Lasers produce synchronized or coherent
photons; hence, the name photonics. The light that we encounter every
day from the sun and lamps is noncoherent light. If we could look at
this light on an oscilloscope, it would look like noise. In fact, the visible
light that we utilize for our vision is noise—the thermal noise of hot
objects such as the sun or the filament in a light bulb. The electrical
term “white noise” comes from the fact that optical noise contains all
the visible colors (frequencies) and appears white. The white noise of a
light bulb extends down to electronic frequencies and is the same white
noise produced by resistors and inherent in all circuits. Most imaging
devices, like our eyes and cameras, only use the average squared-field
amplitude of the light received. (Examination at the quantum level
reveals imaging devices to be photon detectors/counters.) Averaging
allows us to use “noisy” signals for vision, but because of averaging all
phase information is lost. To create sophisticated communication
devices, such light is not suitable. Instead the coherent, single-frequency
light of lasers is used. Lasers make high-bandwidth fiber optic commu-
nication possible.

Until recently, the major limitation of photonics was that the laser
pulsed signals eventually had to be converted to electronic signals for
any sort of processing. For instance, in data communications equip-
ment, major functions include the switching, multiplexing, and routing
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of data between cables. In the past, only electronic signals could perform
these functions. This requirement limited the bandwidth of a fiber optic
cable to the maximum available electronic bandwidth. However, with
recent advances in optical multiplexing and switching, many tasks can
now be performed completely using photonics. The upshot has been an
exponential increase in the data rates that can be achieved with fiber
optic technology. The ultimate goal for fiber optics communication is
to create equipment that can route Internet protocol (IP) datapackets
using only photonics. Such technology would also lead the way for
optical computing, which could provide tremendous processing speeds
as compared with electronic computers of today.

SUMMARY

Different techniques and approximations are used in the various por-
tions of the electromagnetic spectrum. Basic circuit theory is an approx-
imation made for low-frequency electronics. The circuit theory
approximations work when circuits are electrically small. In other words,
circuit theory is the limit of electromagnetics as the wavelength becomes
infinitely larger than the circuit. RF theory takes circuit theory and adds
in some concepts and relations from electromagnetics. RF circuit theory
accounts for transmission line effects in wires and for antenna radiation.
At microwave frequencies it becomes impossible to design circuits with
lumped elements like resistors, capacitors, and inductors because the
wavelengths are so small. Distributed techniques must be used to guide
and process the waves. In the infrared region, we can no longer design
circuits. The wavelengths are excessively small, active elements like tran-
sistors are not possible, and most materials become lossy, readily absorb-
ing and radiating any electromagnetic energy. At the frequencies of
visible light, the wavelengths are typically much smaller than everyday
objects, and smaller than the human eye can notice. In this range, the
approximations of geometrical optics are used. Geometrical optics is the
limit of electromagnetic theory where wavelength becomes infinitely
smaller than the devices used. At frequencies above light, the individ-
ual photons are highly energetic, able to break molecular bonds and
cause tissue damage.

With the arrival of the information age, we rely on networked com-
munications more and more every day, from our cell phones and pagers
to our high-speed local-area networks (LANs) and Internet connections.
The hunger for more bandwidth consistently pushes the frequency and
complexity of designs. The common factor in all these applications is
that they require a good understanding of electromagnetics.
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2 FUNDAMENTALS OF
ELECTRIC FIELDS

THE ELECTRIC FORCE FIELD

To understand high-frequency and RF electronics, you must first have 
a good grasp of the fundamentals of electromagnetic fields. This 
chapter discusses the electric field and is the starting place for under-
standing electromagnetics. Electric fields are created by charges; that 
is, charges are the source of electric fields. Charges come in two types,
positive (+) and negative (-). Like charges repel each other and 
opposites attract. In other words, charges produce a force that either
pushes or pulls other charges away. Neutral objects are not affected. 
The force between two charges is proportional to the product of the 
two charges, and is called Coulomb’s law. Notice that the charges
produce a force on each other without actually being in physical
contact. It is a force that acts at a distance. To represent this “force at
distance” that is created by charges, the concept of a force field is used.
Figure 2.1 shows the electrical force fields that surround positive and
negative charges.

By convention, the electric field is always drawn from positive to neg-
ative. It follows that the force lines emanate from a positive charge and
converge to a negative charge. Furthermore, the electric field is a nor-
malized force, a force per charge. The normalization allows the field
values to be specified independent of a second charge. In other words,
the value of an electric field at any point in space specifies the force that
would be felt if a unit of charge were to be placed there. (A unit charge
has a value of 1 in the chosen system of units.)

Electric field = Force field as “felt” by a unit charge

To calculate the force felt by a charge with value, q, we just multiply
the electric field by the charge,

 
r r
F q E= ◊
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The magnitude of the electric field decreases as you move away from
a charge, and increases as you get closer. To be specific, the magnitude
of the electric field (and magnitude of the force) is proportional to the
inverse of the distance squared. The electric field drops off rather quickly
as the distance is increased. Mathematically this relation is expressed as

where r is the distance from the source and q is the value of the source
charge. Putting our two equations together gives us Coulomb’s law,

where q1 and q2 are the charge values and r is the distance that separates
them. Electric fields are only one example of fields.

OTHER TYPES OF FIELDS

Gravity is another field. The gravitational force is proportional to the
product of the masses of the two objects involved and is always attrac-
tive. (There is no such thing as negative mass.) The gravitational field is
much weaker than the electric field, so the gravitational force is only
felt when the mass of one or both of the objects is very large. Therefore,
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Figure 2.1 Field lines surrounding a negative and a positive
charge. Dotted lines show lines of equal voltage.



our attraction to the earth is big, while our attraction to other objects
like furniture is exceedingly small.

Another example of a field is the stress field that occurs when elastic
objects are stretched or compressed. For an example, refer to Figure 2.2.
Two balls are connected by a spring. When the spring is stretched, it
will exert an attractive force on the balls and try to pull them together.
When the spring is compressed, it will exert a repulsive force on the
balls and try to push them apart. Now imagine that you stretch the
spring and then quickly release the two balls. An oscillating motion
occurs. The balls move close together, then far apart and continue back
and forth. The motion does not continue forever though, because of
friction. Through each cycle of oscillation, the balls lose some energy
until they eventually stop moving completely. The causes of fiction are
the air surrounding the balls and the internal friction of the spring. The
energy lost to friction becomes heat in the air and spring. Before 
Einstein and his theory of relativity, most scientists thought that the
electric field operated in a similar manner. During the 1800s, scientists
postulated that there was a substance, called aether, which filled all of
space. This aether served the purpose of the spring in the previous
example. Electric fields were thought to be stresses in the aether. This
theory seemed reasonable because it predicted the propagation of elec-
tromagnetic waves. The waves were just stress waves in the aether,
similar to mechanical waves in springs. But Einstein showed that there
was no aether. Empty space is just that—empty.* Without any aether,
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Figure 2.2 Two balls attached by a spring. The spring exerts an
attractive force when the balls are pulled apart.

*This statement is not really true in quantum physics, which states that even 
the vacuum contains fluctuations of virtual particles. Refer to Chapter 6 for more
information.



there is no way to measure absolute velocity. All movement is therefore
relative.

VOLTAGE AND POTENTIAL ENERGY

A quantity that goes hand in hand with the electric field is voltage.
Voltage is also called potential, which is an accurate description since
voltage quantifies potential energy. Voltage, like the electric field, is nor-
malized per unit charge.

Voltage = Potential energy of a unit charge

In other words, multiplying voltage by charge gives the potential energy
of that charge, just as multiplying the electric field by charge gives the
force felt by the charge. Mathematically we represent this by

U = q ·V

Potential energy is always a relative term; therefore voltage is always
relative. Gravity provides a great visual analogy for potential. Let’s define
ground level as zero potential. A ball on the ground has zero potential,
but a ball 6 feet in the air has a positive potential energy. If the ball were
to be dropped from 6 feet, all of its potential energy will have been con-
verted to kinetic energy (i.e., motion) just before it reaches the ground.
Gravity provides a good analogy, but the electric field is more compli-
cated because there are both positive and negative charges, whereas
gravity has only positive mass. Furthermore, some particles and objects
are electrically neutral, whereas all objects are affected by gravity. For
instance, an unconnected wire is electrically neutral, therefore, it will
not be subject to movement when placed in an electrical potential.
(However, there are the secondary effects of electrostatic induction,
which are described later in the chapter.)

Consider another example, a vacuum tube diode, as shown in Figure
2.3. Two metals plates are placed in an evacuated glass tube, and a poten-
tial (10V) is placed across them. The negative electrode is heated. The
extra electrons in the negative electrode that constitute the negative
charge are attracted to the positive charge in the positive electrode. The
force of the electric field pulls electrons from the negative electrode to
the positive electrode. (The heating of the electrode serves to “boil off”
electrons into the immediate vicinity of the metal.) Once free, the elec-
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trons accelerate and then collide with the positive electrode where they
are absorbed. Just before each electron collides, it is traveling very fast
because of the energy gained from the electric field. Its kinetic energy
can be easily calculated, in terms of electron-Volts (eV) and in terms of
Joules (J):

From this example, you can see how natural the unit of electron-Volts
(eV) is for describing the energy of an electron.

The most important thing for you to remember is that voltage is 
a relative term. On a 9 volt battery, the (+) contact has a voltage of 9
volts relative to the (-) contact. Furthermore, the battery has a net
charge of zero, although the charge is separated into negative and pos-
itive regions. The charge on the positive side is drawn to the charge on
the negative side. Connecting a wire between the terminals allows the
charges to recombine. The same result is true for a charged capacitor.
What would happen if you brought a neutral unconnected wire close
to one of the battery’s terminals? Nothing, the wire is neutral. It has no
net charge. We’ll revisit the details of this situation a little later in the
chapter.
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Figure 2.3 A vacuum tube diode, showing electrons leaving the
negatively biased cathode to combine with positive charge at
the anode.



CHARGES IN METALS

In electronics you will only encounter two types of charged particles,
electrons and ions. To understand each, let’s review the basic building
blocks of matter. Matter consists of tiny particles called atoms. In each
atom is a core or nucleus that contains protons and neutrons. The
nucleus is very compact. Surrounding the nucleus are electrons. For a
neutral atom, there are equal numbers of electrons and protons. The
protons possess positive charge, and the electrons possess an equal 
but opposite charge. The neutrons in the nucleus are neutral. The elec-
trons orbit the nucleus in a special way. You might imagine the electron
as a small ball orbiting the nucleus in the same way that planets 
orbit the sun. However, this analogy is not quite correct. Each elec-
tron is smeared out in a three-dimensional cloud called an orbital. Atoms
can lend out or borrow electrons, which leaves the atom with a net
charge. Such atoms are called ions and they can be positively charged
(missing electrons) or negatively charged (extra electrons). Ions of 
opposite charge can attract one another and form ionic bonds. These
bonded ions are called molecules. Table salt, NaCl, is a good example of
molecules. Each salt molecule consists of a positive ion (Na+) and a 
negative ion (Cl-). There also exist other types of molecular bonds. 
For instance, covalent bonds are established when two atoms share an
electron.

Metal materials have special properties that make them good con-
ductors of electricity. First of all, metals are crystals; that is, metals have
an orderly construction of atoms. Most people who have not studied
solid-state or semiconductor physics find it very surprising that metals
are crystals, because we tend to associate crystals with transparent mate-
rials like quartz. As with all crystals, the structure of a metal is a three-
dimensional lattice like that shown in Figure 2.4. Metals have a rather
interesting bonding structure. The positive ions of the metal are held
together by a sea of electrons that is shared by the entire crystal. Each
atom of the metal typically contributes one or two electrons to this sea.
You can picture a metal as closely packed balls (the ions) in a gas of
small particles (the electrons). Because the “sea” electrons are free to
roam throughout the metal, they serve to conduct electricity quite well.
It then makes sense to call them conduction electrons to differentiate
them from the electrons that are bound to the ions.

At the microscopic level, a metal has a lot going on, even without
any applied electric field. Thermal vibrations cause the lattice of ions to
vibrate and cause the conduction electrons to move around. With higher
temperatures, the vibrations in the metal get larger. This effect stems
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from the microscopic relationship of temperature. Temperature is pro-
portional to the average kinetic energy of the particles,

where k is Boltzman’s constant, m is the atomic mass, and v2
rms is the

root-mean-square particle velocity. (This formula applies directly to 
ideal gases, but it gives a decent approximation for the temperature of
metals.) These thermal vibrations result in the random agitation of elec-
trons and are sources of thermal noise in electronics. Every wire and
resistor in a circuit injects white noise (i.e., with the same power level
at all frequencies) from its internal thermal vibrations. Now if we place
a voltage across a metal wire (or resistor), an electric field is developed
through the wire. The electric field causes the conduction electrons to
move more toward the positive (+) end of the wire. In other words, a
current is produced. This current is a direct current (DC) so it has a 
constant value.

Current is defined as the amount of charge through a cross section
of wire, per second. This definition implies that the charges are moving
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Figure 2.4 Example of atoms arranged in a crystal lattice
structure (simple cubic).



at a steady, constant value. However, this assumption is incorrect. Only
the statistical average of the charge movement is a constant value. Each
individual charge’s movement is very random. The electrons are con-
stantly colliding with the vibrating lattice ions and the other electrons.
On average an electron in copper at room temperature only spends
about 25fsec between collisions (1fsec equals 1/1,000,000,000,000,000
sec.). The electrons have a very large velocity between collisions, 
about 100,000m/sec. However most (99.999999%) of the velocity is in
a random direction. Statistically, the random components of the veloc-
ity cancel each other out, leaving a much smaller average velocity.
Therefore, while the root-mean-square (RMS) velocity is very high, the
average velocity is much lower. The average velocity of the electrons,
which is in the direction of the applied field, is very small. This average
velocity is called the drift velocity, and it accounts for the observed
current. For a 1 meter long copper wire with 1/10 volt across it, the drift
velocity is about 0.5mm/sec or 5 feet per hour! It will therefore take an
electron about 38 minutes to travel from one side of the wire to the
other. Assuming this copper wire is 20 gauge wire, its resistance is 33
mW, and the current from 0.1 volts is 3 amps. Even though the elec-
trons travel very slowly, their effect adds up to large currents because
there are so many of them. In a 1 meter long 20 gauge copper wire, there
are about 4.4 ¥ 1022 conduction electrons. Now that is strength in
numbers!

THE DEFINITION OF RESISTANCE

Besides the flow of DC current, something else happens when you 
apply a voltage across a conductor: it heats up. The temperature of the
conductor rises because DC flow causes the electrons to have higher-
energy collisions (on average) than they would if the voltage were not
present. Since it requires energy to heat something up, energy must be
provided by the voltage supply. The energy per second lost to heat is
exactly equal to the power calculated from the power law of electric 
circuits:

In a rather roundabout way, we have arrived at the definition of resis-
tance. Resistance quantifies the power that is lost to heating when a
voltage or current is applied to the conductor.
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ELECTRONS AND HOLES

Imagine that you have a solid metal ball or sphere and you place a
charge on it. For a negative charge, this process equates to adding an
excess of electrons to the sphere. For a positive charge, this equates to
removing some electrons, leaving an excess of positive ions or holes, as
they are called in semiconductor parlance. Holes can be thought of as
virtual positive particles, which can move around in a material like a
bubble moving in water. Whereas negative charges (electrons) move
freely about the material, holes must move by means of charge theft.
Let’s say there is an atom that is missing one electron. This atom is there-
fore a positive ion (+), or equivalently, this atom is carrying a hole. This
ion can “steal” a bound electron from a neighbor. (Remember that not
all atoms are ionized at all times.) By stealing an electron from its neigh-
bor, it has in effect given the hole to the neighbor. This way holes can
move through the material, and can be thought of as positive particles
in their own right.

In semiconductors like silicon, the holes and electrons can move 
with approximately equal ease. In other words, the hole and electron
mobilities are approximately equal in silicon. In most metals, how-
ever, the electrons are very mobile, and the holes have negligible 
mobility. The holes are virtually stationary and only the negatively
charged electrons can move. Negative charge in metals is created 
when electrons move away from a region, leaving positively charged
holes behind. Positive charge in metals should be thought of as a lack
of free electrons. Most often, when we are not so formal, we do talk
about positive charges moving about in a metal; just keep in mind that
in most metals, it is always the negatively charged electrons that do the
moving.

Back to the problem of the metal ball. When charge is placed 
onto the ball, the individual charges will immediately spread apart 
as far as possible because like charges repel each other. The upshot 
is that all the charge becomes concentrated at the surface. It’s like 
a bunch of people in a large room. If each person tries to avoid the 
rest, they will migrate to the walls of the room, like a “wallflower” at 
a high school dance. How quickly charges distribute themselves to 
the surface is proportional to the relaxation time of the material. In 
the present context, the relaxation time can be approximated as the
dielectric constant (discussed later in the chapter) of the material divided
by the conductivity of the material. The relaxation time specifies 
how freely charge can move in a material. For copper, the relaxation
constant is
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Therefore, charge placed on a copper object will very quickly redistrib-
ute so that it all resides on the surface. The charge half-life of a mater-
ial is about 0.7 times the relaxation time. An example will help illustrate
this concept. If charge is somehow placed at the center of a metal ball,
the charge will immediately start to migrate toward the surface. After a
half-life in time (0.7t), half of the charge will have migrated away from
the center.

ELECTROSTATIC INDUCTION AND CAPACITANCE

To understand capacitance, you need to first understand the process of
electrostatic induction. For example, consider that you have a metal ball
that is positively charged, near which you bring a neutral metal ball.
Even though the second ball has overall neutrality, it still contains many
charges. Neutrality arises because the positive and negative charges exist
in equal quantities. When placed next to the first ball, the second ball
is affected by the electric field of the charged ball. The charges of the
second ball separate. Negative charges are attracted, and positive charges
are repelled, leaving the second ball polarized, as shown in Figure 2.5.
This polarization of charge is called electrostatic induction.

A direct consequence of electrostatic induction is that the electric
field inside an unconnected conductor is always zero at steady state.
When a conductor is first placed in a field, the field permeates the 
conductor. The charges then separate as described in the preceding 
paragraph. The separation of charge tends to neutralize the electric 
field. Charge movement continues until the electric field reaches zero.
Another way of stating this is that the voltage inside a conductor is con-
stant at steady state. Placed in an ambient electric field, the conductor
quickly adjusts its charge configuration until it has reached the voltage
potential of its environment.

Now let’s connect a metal object to the second ball using a wire. As
shown in Figure 2.6, the charge polarizes even further, with the nega-
tive charge of the neutral objects moving as far away as possible. Figure
2.7 takes this one step further by connecting the earth to the second
ball. (An earth connection can be achieved by connecting the ball to
the third prong of a wall outlet, which typically is “earthed” on the
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Figure 2.5 A) A negatively charged metal sphere. 
B) A neutral sphere (right) is brought close to the 
negative sphere (left).
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Figure 2.6 A second neutral object is connected by a wire.

outside of each building using 8 foot or longer copper stakes.) Here the
negative charge will move down the wire, into the earth, and go very
far away.

Instead of placing a constant charge on the first metal ball, you could
connect an oscillating charge, as in Figure 2.8. For example, assume that
the AC voltage is at a frequency of 60Hz; the polarization induced 



in the second ball will alternate at a frequency of 60Hz. The alternating
polarization will also cause current to flow in the wire that connects 
the second ball to the ground. What you have created is simply a 
capacitor! Any metal conductors that are separated by an insulator form
a capacitor. In Figure 2.9, the two balls have been replaced with metal
plates, forming a more familiar and efficient capacitor. Notice that no
current actually traverses the gap between the plates, but equal cur-
rent flows on both sides, as charge rushes to and from the plates of the
capacitor. The virtual current that passes between the plates is called 
displacement current. It is really just a changing electric field, but we call
it a current.

You can get a good feel for electrostatic induction by learning how
some simple, but ingenious, inventions work. If you have ever worked
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Figure 2.7 The neutral sphere is connected to ground with a
wire.
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Figure 2.8 An AC source is connected to the first sphere.
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on the electric mains wiring that runs in the walls of your house and
provides the 120V power to your electric outlets and lamps, you have
probably purchased what is called a non-contact field detector. (Inciden-
tally, the term “mains” refers to the fact that your power is provided by
your electric utility company. The same term is also used for the water
that enters your house from the water utility.) A non-contact field detec-
tor is a device that is about the size and shape of a magic marker. It
allows you to determine if a wire is live (is connected to voltage) or not
without actually making metallic contact. This nifty invention can be
waved near insulated wires, or it can be inserted into an electric outlet.
It detects live wires and live outlets using the phenomenon of electro-
static induction that you just learned about. A simple schematic of such
a device is shown in Figure 2.10. A metal lead or plate is attached to the
input of a high-impedance amplifier. This plate serves one side of a
capacitor. When the plate is brought close to an object that has an elec-
tric field, charge is induced on the plate. Some of the charge has to pass
through the amplifier. Because the amplifier has high input impedance,

ELECTROSTATIC INDUCTION AND CAPACITANCE 37

Figure 2.9 Spheres are replaced by metal plates.
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Figure 2.10 Block diagram for a non-contact field detector.



a reasonable voltage will be created at its output. If the object being
tested has a varying electric field, like a wall outlet, an AC current will
be induced in the device. The rest of the circuitry serves to light an LED
when the induced current varies continuously at around 60Hz.

A variation of this circuit uses a human as the capacitive plate of the
device. Glow tube meters and zero-pressure “touch” buttons work in this
manner. A glow tube meter is a device for testing electrical outlets. It
looks like a screwdriver, except the handle is made of clear plastic and
contains a small glow tube inside. The glow tube is a glass tube filled
with neon gas and contains two separated electrodes. One electrode is
connected to the screwdriver blade and makes contact inside the elec-
tric outlet. The other electrode is connected to a piece of metal at the
end of the screwdriver handle. By touching your finger to the handle
end, you become part of a circuit. Being a decent conductor, your body
serves the function of being one half of a capacitor. A small amount of
the 60Hz displacement current (~10mA) is able to capacitively couple
from your body to the ground wires in the wall. This small current causes
a voltage drop across you and across the glow tube. The gas inside the
glow tube ionizes and conducts electricity. In the process, it gives off a
faint orange glow, telling you that the outlet is working. You certainly
should use care with such a device, and be sure not to touch the screw-
driver shaft directly.

Touch buttons are found in some elevators. These buttons are metal,
and if you encounter one, you will notice that the button does not 
physically depress when you touch it. This button is connected to a
high-impedance amplifier. When you touch the button, you again form
a capacitor plate. In this application, your body couples 60Hz energy
from the wires in the elevator and the fluorescent lights on the ceiling
to the metal touch pad. A high-impedance amplifier amplifies the
current and determines that you have, for instance, touched the button
for the third floor.

It may be tempting to think of these applications as antennas picking
up 60Hz radiation, but this idea is incorrect. Being electrically small
wires, virtually no energy is radiated. In addition, you are standing well
within the near field of the source. These topics are discussed in detail
in Chapter 5.

INSULATORS (DIELECTRICS)

To make an electronic circuit work, you not only need conductors, you
also need insulators. Otherwise, every part of the circuit would be
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shorted together! A perfect insulator is a material that has no free charge.
Therefore, if a voltage is placed across an insulator, no current will flow.
Even though no current flows, that does not mean that the dielectric
does not react to electric fields. Most insulators, also known as
dielectrics, become internally polarized when placed in an electric field.
The internal polarization occurs from rotation of molecules (in liquids
and gases) or from distortion of the electron cloud around the atoms 
(in solids).

A simple example is the polarization of H2O molecules in liquid water.
An H2O molecule is shown in Figure 2.11. Due to the structure of the
molecule, the charge is not exactly symmetric. Without an external elec-
tric field applied, the molecules have random orientations (polariza-
tions) due to thermal motion. When a field is applied, the molecules
tend to line up so that their negative sides are facing the positive voltage.
The molecules therefore set up a secondary electric field that opposes
the direction of the applied field. The result is that inside the dielectric
material, the net electric field is reduced in value. The ratio of the
applied field to the reduced field is called the (relative) dielectric con-
stant, er. This value is relative to the permittivity of a vacuum, eo = 8.85
¥ 10-12 F/m. The dielectric constant of a material has a direct effect on
capacitance. For example, a capacitor made from two parallel plates has
a capacitance,

where A is the area of each plate, d is the distance between the plates,
and er is the dielectric constant of the material sandwiched between the
plates. As you can see from this formula, increasing the dielectric con-
stant causes an increase in capacitance. Therefore, if you want to make
a capacitor that is physically small but has a large capacitance, use a
high dielectric constant material between the plates. It follows that a
higher dielectric constant corresponds to higher energy storage.

Although a perfect dielectric has no free charge, even the best insu-
lators in the real world will have some free charge. Even air conducts
electricity, albeit poorly.

STATIC ELECTRICITY AND LIGHTNING

Let’s go back to the charged sphere of Figure 2.5. If the second metal
ball is placed closer to the charged ball so that they actually touch, the
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Figure 2.11 A) Water molecule. B) Water molecules in
random orientation with no field applied. C) Water
molecules line up when an electric field is applied.

negative charge will now redistribute itself evenly over the two balls. If
the balls are moved apart again, each will now have half of the original
negative charge. If balls of unequal size were used, then more charge
would end up on the larger ball, because it has a larger surface area. If
the charge is large enough, very high voltages will be produced as the
balls are brought close together. When the electric field exceeds the
breakdown strength of air (typically about 5000 volts per centimeter), 



a spark will occur between the two balls, allowing charge to transfer
without physical contact. In this phenomenon, air molecules become
ionized, forming a jagged conducting path between the two conductors.
In the process, some of the original charge is lost to the air ions. What
you have just learned is the process of static discharge (illustrated in
Figure 2.12). The same effect occurs when you walk across the carpet
and then get shocked by a doorknob. Your body becomes charged while
walking across the carpet. Called the triboelectric effect, it consists of
charge separation when certain materials are placed and/or rubbed
together and then pulled apart. The outcome is that your body takes up
a charge and the carpet stores an equal but opposite charge. Typical
static discharges you encounter will be in the range of 5kV to 15kV and
will produce a peak current of about 1 amp! Quite a large jolt.

You may wonder why such high voltage and current hurts but is not
dangerous. There are several reasons for this. First of all, the entire dis-
charge only lasts about 1 msec. For this same reason, shocks from spark
plugs usually cause no harm. Second, the current is mostly concentrated
near the discharge (i.e., your finger) and then quickly spreads and dis-
sipates. Negligible current will traverse your heart, which is the danger
zone for current in the human body. Typically, a person can sense cur-
rents of 1mA or more, with currents over 40mA being possibly lethal
as they pass through the heart. Therefore, it is how much current flows
through the body and where it flows that is of concern. When a person
becomes part of a circuit, there are four parameters that determine the
current: 1) source voltage, 2) source resistance, 3) contact resistance, and
4) internal body resistance for the current path. The second two para-
meters are a function of body physiology. The contact resistance is
mainly caused by the dead skin layer where contact is made. Contact
resistance is typically on the order of 100ohms for sweaty skin to 
100 kohms for very dry skin. Beware that if the skin is cut, the contact
resistance becomes negligible. The internal body resistance is fairly low
due to the fact that nerves and blood vessels make good conductors.
Any limb-to-limb internal resistance can be approximated as about 
500ohms. The effects of electricity are felt differently, depending on fre-
quency. The most dangerous frequency range is from about 5Hz to
about 500Hz and peaks in danger right about 60Hz, the frequency of
power lines. The frequency sensitivity has to do with the physiology of
the human nervous system, which typically communicates via pulse
trains in this range of frequencies. A 60Hz current has approximately
two to three times the danger as the same current at DC. As opposed to
DC signals, these AC signals can cause muscles to lock up, leaving a
person unable to let go of the voltage source.
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Figure 2.12 A) A neutral sphere (right) is brought close to
the negative sphere (left). B) The spheres become very close
and a path of ionized molecules forms in the air, causing a
spark. C) After the spark has dissipated, some of the charge
has been carried away by the ions in the air. The remaining
charge is split equally between the spheres.

Lightning is static electricity on a grand scale. In the large circulating
winds of a thunderstorm, raindrops and ice crystals collide, causing
charge separation. The process of charge separation is not fully under-
stood, but it is known that positive charge collects at the top of the cloud
and negative charge collects at the bottom of the cloud. The negative
charge at the bottom of the cloud induces an equal but opposite region
of charge on the ground below. You can think of it as a localized charge
shadow. When the charge builds up to a high enough voltage (typically
10MV to 100MV), the air starts to ionize in the form of a jagged “leader”
which migrates from the cloud to the ground in discrete jumps of (typi-
cally) a few hundred feet. When the ionized leader gets one jump away



from the ground, its path is affected by the objects within the immedi-
ate vicinity, often connecting to the highest projecting object. Upon
contact, a conducting path then connects the cloud with the ground,
allowing the cloud to discharge. Peak currents can range from a few
kAmps to 150kAmps, and the event typically lasts about several
hundred microseconds. With such high currents, lightning is always
dangerous to people.

So what happens to all this negative charge that accumulates on the
ground? It gradually migrates back to the atmosphere through the small
concentration of ions always present in air. During fair weather, the upper
atmosphere has a positive charge and the earth has a negative charge,
forming a giant capacitor (about 5000 Farad) that is discharging an
average of 1800amps at any given time. This “fair weather current” is
needed to balance out the currents from thunderstorms. We are standing
in the middle of it! Consequently, the air of a typical day has a DC elec-
tric field in it of about 100 volts/meter. Even though we are in the middle
of this high field, we don’t experience much of a problem because, being
very good conductors when compared to air, we locally short out the 
field. Approximating head-to-toe human body internal resistance as 
700ohms and the air resistance of a 6 foot long, 3 foot by 3 foot colum-
nar region as about 1014 ohms, an equivalent circuit can be constructed.
We end up being a very small resistance in series with a very large resis-
tance (the miles of air between a person and upper atmosphere). Using
these assumptions, the voltage across the body is approximated as 3mV.

Large electric fields can cause other interesting effects. As mentioned
earlier, large electric fields can cause gases to ionize; that is, electrons are
freed from the gas atoms, leaving charged ions behind. Ionized gases
conduct electricity and produce visible light in the process. Electrical
corona is the term used to describe the glowing region of ionized gas that
can occur around conductors. The glow is visible radiation produced
when an atom gives up or accepts an electron. Coronas are created near
conductors that have high electric fields emanating from them. High-
voltage power lines must be placed far enough apart to avoid creating
coronas since a corona consumes energy. Fluorescent light bulbs work
via the same phenomena. A high voltage causes the gas inside the bulb
to ionize. In fact, an unconnected fluorescent light bulb will glow if held
in air near high-voltage wires! The large electric field causes the gas
inside the bulb to ionize, which in turn causes the visible light.*
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*To be exact, the gas emits UV radiation, which is absorbed and then reradiated by
the fluorescent powder on the inside surface of the bulb. The reradiated light is in
the visible region of the spectrum.



Pointed objects such as flagpoles and ship masts tend to concentrate
electric charge and can produce a corona during a strong thunderstorm.
Before this effect was understood, sailors thought that it was the sign of
a ghost or spirit and called it St. Elmo’s fire. If you see a corona during a
storm, this is a bad sign, since whatever object is producing the corona
is acting as a lightning rod and will attract a lightning bolt if one
approaches the area. A lightning rod is a metal rod that is connected to
earth and protects a house or structure by attracting nearby lightning
strikes. The lightning rod conducts the lightning current safely into 
the earth, preventing it from finding alternative paths to ground (like
through your roof). It is a common myth believed by many engineers
and scientists that a lightning rod prevents lightning by slowly dis-
charging the cloud immediately above. Let me emphasize that this myth
has been proven false many times over by lightning researchers. In fact,
it would take over 800 hours for a lightning rod to discharge the typical
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Figure 2.13 Electric field surrounding a capacitor with DC
voltage applied. This figure was created using Ansoft
Corporation’s Maxwell 2D field solver software
(http://www.ansoft.com).



cloud, and most of the ions the lightning rod releases get dispersed by
the high storm winds.

The triboelectric effect can cause other, less dramatic problems.
Moving cables can cause noise via the triboelectric effect. The move-
ment of the cable causes friction between the insulation and the metal,
rubbing charge from the insulation. A similar effect can happen with
outdoor cables or antennas that are blown by the wind, especially if the
weather is stormy and the air is well ionized.

THE BATTERY REVISITED

Earlier in this chapter, during the introduction of voltage, I mentioned
that a neutral conductor like a wire or metal plate that is brought close
to a battery will not be affected by the battery. Even if the battery or
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Figure 2.14 Electric field surrounding another capacitor with
DC voltage applied. This figure was created using Ansoft
Corporation’s Maxwell 2D field solver software
(http://www.ansoft.com).



capacitor has a very high voltage, you will not see a spark (static dis-
charge) develop to a third conductor. Why not?

To avoid discussing the details of the electrochemistry inside a
battery, let’s assume that we have a capacitor charged to a large 
voltage. One plate has many positive charges and the other plate 
has many negative charges. The net charge of the capacitor is neutral.
Now bring a neutral, isolated metal ball near to the negative terminal.
A slight charge is induced in the wire, but not much because most 
of the negative charge has a greater attraction to the other plate of 
the capacitor. Furthermore, we will not see a spark because the capaci-
tor as a whole has a neutral charge. Suppose that charge did start to
leave the capacitor to jump to the neural sphere. The capacitor would
then have a charge imbalance and the charge would be attracted right
back.
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Figure 2.15 Electric field of DC voltage across a conducting
wire. Arrowheads show the direction of the electric field.
Voltage is shown by shade inside the conductor and as contours
outside the conductor. This figure was created using Ansoft
Corporation’s Maxwell 2D field solver software
(http://www.ansoft.com).



ELECTRIC FIELD EXAMPLES

Figures 2.13 through 2.15 show examples of the electric fields sur-
rounding various circuit configurations. Figure 2.13 shows the electric
field surrounding a simple plate capacitor. Figure 2.14 shows the elec-
tric field of a plate capacitor whose plates are less wide and farther apart.
Figure 2.15 shows the same structure, with a conductor inserted between
the plates. This figure shows how the electric field looks inside a current-
carrying wire.

CONDUCTIVITY AND PERMITTIVITY OF 
COMMON MATERIALS

To conclude this chapter on electric fields, I have listed the conducti-
vity and dielectric constants of several common materials in Table 2.1.
Note that salt water and body tissue are much more conductive than
distilled water. The conductivity is caused by dissolved chemicals like
salt, which dissolves into Na+ and Cl- when placed in water. These ions
act to conduct electricity. Also notice that the typical ground is not a
very good conductor.

Keep in mind that these values are for DC and low frequency. All
materials, conductors and insulators, change characteristics at different

CONDUCTIVITY AND PERMITTIVITY OF COMMON MATERIALS 47

Table 2.1 Low-Frequency (DC) Conductivity and Permittivity
of Various Materials

Conductivity,
Material 1/[Wm] Permittivity (Dielectric Constant ¥ e0)

Copper 5.7 ¥ 107 1 ¥ e0

Stainless steel 106 1 ¥ e0

Salt water ~4 80 ¥ e0

Fresh water ~10-2 80 ¥ e0

Distilled water ~10-4 80 ¥ e0

Animal muscle 0.35 [no data]
Animal fat 4 ¥ 10-2 [no data]
Typical ground (soil) ~10-2 to 10-4 3 ¥ e0 to 14 ¥ e0

Glass ~10-12 ~5 ¥ e0

e0 = 8.85 ¥ 10-12 F/m

Table 2.1 data adapted from Krauss and Fleisch, Electromagnetics with Applications, 5th Edition,
Boston: McGraw-Hill, 1999, and from Paul and Nasar, Introduction to Electromagnetic Fields, 2nd
Edition, New York: McGraw-Hill, 1987.



frequencies. Most materials used in electronics have constant proper-
ties into the microwave region, and some materials such as metals, 
glass, and teflon don’t change until the infrared. Materials such as 
water and soil change dramatically in the radio wave frequencies. 
You’ll learn more about the frequency dependence of materials in
Chapter 15.
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3 FUNDAMENTALS OF
MAGNETIC FIELDS

The other half of electromagnetics is of course the magnetic field. Mag-
netic fields are inherently different and more difficult to grasp than 
electric fields. Whereas electric fields emanate directly from individual
charges, magnetic fields arise in a subtle manner because there are no
magnetic charges. Moreover, because there are no magnetic charges,
magnetic field lines can never have a beginning or an end. Magnetic
field lines always form closed loops.

You may have heard that some particle physicists have been search-
ing for magnetic charges (or “magnetic monopoles,” as the particle
physicists call them) in high-energy experiments. In fact, many unified
theories of physics require such particles. However, at this point such
particles have not been found. Even if they were to be found, they would
be so rare as to be inconsequential to everyone except the particle physi-
cists and cosmologists. Instead of hoping for magnetic charges to bail
us out, you need to just accept the fact that magnetic fields are inher-
ently different from electric fields. In Chapter 6, when you learn about
relativity, you will learn how the magnetic and electric field phenom-
ena are related in the same manner as space and time. Just as space and
time are very different but taken together form an interwoven entity, so
do the electric and magnetic fields.

MOVING CHARGES: SOURCE OF ALL MAGNETIC FIELDS

Without magnetic charges, magnetic fields can only arise indirectly. In
fact, all magnetic fields are generated indirectly by moving electric
charges. It is a fundamental fact of nature that moving electrons, as well
as any other charges, produce a magnetic field when in motion. Elec-
trical currents in wires also produce magnetic fields because a current 
is basically the collective movement of a large number of electrons. A
steady (DC) current through a wire produces a magnetic field that encir-
cles the wire, as shown in Figure 3.1.
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A single charge moving at constant velocity also produces a tubu-
lar magnetic field that encircles the charge, as shown in Figure 3.2.
However, the field of a single charge decays along the axis of propaga-
tion, with the maximum field occurring in the neighborhood of the
charge. The law that describes the field is called the Biot-Savart law,
named after the two French scientists who discovered it.

It is interesting to note that if you were to move along at the same
velocity as the charge, the magnetic field would disappear. In that frame
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Figure 3.1 Magnetic field lines surrounding a current-
carrying wire.

Figure 3.2 Magnetic field lines surround a moving electron.



of reference, the charge is stationary, producing only an electric field.
Therefore, the magnetic field is a relative quantity. This odd situation
hints at the deep relationship between Einstein’s relativity and electro-
magnetics, which you will learn about in detail in Chapter 6.

The magnetic field direction, clockwise or counterclockwise, depends
on which direction the current flows. You can use the “right hand 
rule” for determining the magnetic field direction. Using Figure 3.3 as
a guide, extend your hand flat and point your thumb in the direction
of the current (i.e., current is defined as the flow of positive charge,
which is opposite to the flow of electrons). Now curl the rest of your
fingers to form a semicircle. The magnetic field will follow your fingers,
flowing from your hand to your fingertips, or in other words, the arrow
tips of the field will be at your fingertips.

MAGNETIC DIPOLES

Now, consider a current that travels in a loop, as shown in Figure 3.4.
The magnetic field is a toroidal (donut-shaped) form. The magnetic field
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Figure 3.3 The right hand rule: the magnetic field (B) curls
like the fingers of the hand around the current (I), which
points in the direction of the thumb.



of this device flows out of one side and back in the other side. Although
the field lines still form closed loops, they now have a sense of direc-
tion. The side where the field lines emanate is called the north pole, and
the side they enter is called the south pole. Hence, such a structure is
called a magnetic dipole. Now if a wire is wound in many spiraling
loops, a solenoid like that shown in Figure 3.5 is formed. A solenoid
concentrates the field into even more of a dipole structure.

Another example of a dipole is the simple bar magnet. The field of
such a permanent magnetic is shown in Figure 3.6. This field is just like
that of a solenoid, implying that there must be a net circular current
inside the magnetic material. However, in this case the current is due to
electron spin.*

The definitions of north pole and south pole come from the natural
magnetic field that the earth produces. A sensitive magnetic dipole like
a compass needle will rotate itself such that its north pole points towards
the Earth’s geographic north pole. The Earth’s north pole is the side
where the global magnetic field enters. The Earth’s south pole is 
therefore the side from which the magnetic field emanates. (The Earth’s
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Figure 3.4 Magnetic field lines surrounding a current loop.

North

South

*Spin is an intrinsic quantum property of electrons. Spin describes the angular
momentum of an electron. Logically, it follows that if an electron is spinning, then
its charge will create a magnetic field like that of the earth.



magnetic poles are therefore opposite to the geographic poles. The geo-
graphic north pole is the magnetic south pole and vice versa.) That’s
right, you guessed it, the Earth’s magnetic field (shown in Figure 3.7)
also arises from currents. In the case of the Earth, the currents are from
charges revolving inside the Earth’s molten core.

Even the electron has an inherent dipole magnetic field. An electron
has an inherent angular momentum (called spin) and it certainly has
charge. Although we don’t know what an electron is or what really
happens inside an electron, we can think of an electron as a spinning
ball of charge that creates its own magnetic dipole, just like the rotat-
ing currents inside the Earth create its magnetic field. The magnetic
dipole of an electron is quite small and we typically can ignore it when
we study the movement of a free electron. However, the electron’s mag-
netic field does play an important role when the electron is bound in
the atomic structure of materials.
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Figure 3.5 Magnetic field lines surrounding a solenoid that
is carrying a DC current.



EFFECTS OF THE MAGNETIC FIELD

The Dipole

Now that you understand how magnetic fields are created, you need 
to understand how magnetic objects are affected by an external 
magnetic field. The situation is more complex than the electric field,
where charges just follow the electric field lines. The effect of the mag-
netic field is rotational. To analyze how the magnetic field operates, you
need some form of fundamental test particle. For the electric field, we
use a point charge (i.e., a charged, infinitesimally small particle). Since
magnetic charges do not exist, some alternative must be used. One such
test particle is an infinitesimally small magnetic dipole. A magnetic
dipole test particle can be thought of as a compass needle made exceed-
ingly small.

A magnetic dipole has a north pole and a south pole, implying that
it has direction in addition to magnitude. In other words, it is a vector
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Figure 3.6 Magnetic field lines surrounding a bar magnet.
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quantity. The property of direction highlights a fundamental character-
istic of the magnetic field that makes it different from the electric field.
You know from experience that a compass needle always rotates so that
the marked end (north pole) of the needle points north. If we place our
conceptual compass in a magnetic field, the needle will likewise rotate
until it points along the field lines. Its orientation will be such that its
field lines up with those lines of the field in which it is immersed. So
instead of a force being transmitted to the test dipole, torque is trans-
mitted. A torque is the rotational analogy to a force. In this instance,
the magnetic field acts as a “torque field” in comparison to the electric
force field. This relation can be mathematically expressed as the fol-
lowing cross product:

where t is the torque in Newton-meters, m is the magnetic dipole
moment in ampere-meters2, and B is the magnetic field in Webers/

 
r r r
t m= ¥ B,
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Figure 3.7 Magnetic field lines surrounding the earth.

Geographic North Pole
(Magnetic South Pole)

Geographic South Pole
(Magnetic North Pole)



meter2. All three variables are vector quantities; that is, each has a mag-
nitude and direction. The direction of the torque can be determined by
the right hand rule for cross products, as shown in Figure 3.8. The mag-
nitude of the torque is

where q is the angle between the dipole, m, and the magnetic field, B.

Motors

The electric motor is the most common method for converting electro-
magnetic energy into mechanical energy. Motors work from the princi-
ple of a rotating dipole. An example is the DC motor. The DC motor
consists of the stator, which is the stationary enclosure, and the rotor,
which is the rotating center that drives the axle. In its simplest form,
the stator is a permanent magnet, which sets up a strong ambient mag-
netic field. The rotor is basically a coil of wire that forms a magnetic
dipole when a DC current is driven through the wire. The rotor acts like
a compass needle and moves to align its dipole moment with the mag-
netic field. To get the rotor to rotate continuously, some ingenious engi-
neering is used. Just before the rotor completely aligns itself with the
field, the DC current in the rotor is disconnected. The rotor’s angular

t m q= ( )Bsin ,
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Figure 3.8 The cross product right hand rule.



momentum causes it to freely rotate past alignment. Then the DC
current is reconnected, but with reverse polarity. The rotor’s dipole is
consequently reversed, and the rotor is now forced to continue rotating
another 180 degrees to try to align with the field. The process repeats
ad nauseam. This simple example is called a two-pole motor because the
rotor has two poles, north and south. More than one dipole can be used
in a radial pattern on the rotor to produce a more powerful motor. You
have now learned another way that electrical energy can be taken from
a circuit. In Chapter 2, you learned that a resistor is just a device that
converts electrical energy into heat. A motor converts electrical energy
into mechanical energy. From the point of view of the circuit, this
energy loss also appears as a resistance, although there is no “resistor”
involved.

The Moving Charge

Another, more fundamental, test particle for the magnetic field is a free
charge moving with velocity, v. As you learned earlier in this chapter,
the magnetic field arises from moving charges. Therefore, a moving
charge serves as a good test particle.

You can better understand the effect that a magnetic field has on a
moving charge by first understanding a similar mechanical effect, that of
the Coriolis force. Without knowing it, you are probably very familiar
with the Coriolis force. Imagine that you are standing on a spinning plat-
form, such as a merry-go-round or a giant turntable. You are standing at
the center of the platform, and your friend Bob is standing on the other
side. Furthermore, the platform is spinning counterclockwise (as seen
from above). You are playing catch and you throw a baseball directly at
Bob. To your dismay, the ball does not travel in a straight line to Bob, but
curves off to the right. From the perspective of you and Bob, it is as if a
force acted on the ball, making it curve to the right. This apparent force
is the Coriolis force. (There is also a centrifugal force present, which is
discussed briefly later in this chapter.) Although no real force acts on the
ball, from the reference frame of the spinning platform, it appears as if a
force acts. Figures 3.9 and 3.10 illustrate the situation.

Next, Bob takes a baseball and throws it toward you. This time the
ball curves to your left. You have discovered something else. The force
depends on the direction of the throw. In fact, it also depends on the
speed of the throw. Now what if the platform was spinning at a differ-
ent rate, or what if the platform changed direction of spin? You can
easily convince yourself that both of these changes would affect the 
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Figure 3.9 You throw a ball to your friend Bob. The platform is
not spinning. The ball, therefore, travels straight to Bob.

Figure 3.10 You throw a ball to your friend Bob. The platform
is spinning, and the ball curves to the right of Bob.



path of the ball and the apparent force. The exact mathematical formula
for the magnitude of the Coriolis force is

where m is the mass of the ball, v is the speed of the ball, f is the rota-
tion frequency of the platform, and q is the angle between the rotation
axis and the direction of the ball’s velocity. The rotation axis is the axis
on which the platform is rotating. The direction of the force is deter-
mined by the cross product right hand rule, and the full formula for the
force is

where the direction of f is defined as upward for a counterclockwise
rotating platform, and downward for a clockwise rotating platform.

Could you throw the ball straight to Bob? No. You could account 
for the Coriolis force and aim your throw to the left of Bob. But even
though the ball might make it to Bob, while it was in the air its flight
path would still be curved. You could force the ball to travel straight 
to Bob if you had a pipe or tube connecting the path between the 
two of you. The ball would be forced to travel in a straight line because
the pipe would provide an equal but opposite force to counteract the
Coriolis force.

The Coriolis force causes many effects on earth. The spin of the earth
about its axis causes a global Coriolis force, which is responsible for
many weather effects on our planet. For instance, the Coriolis force is
what causes hurricanes to rotate counterclockwise in the Northern
Hemisphere and clockwise in the Southern Hemisphere.

The magnetic force acts in the exact same manner as the Coriolis
force. Imagine you now are trying to have the same game of catch with
your friend Bob. However, instead of throwing a baseball, you are now
throwing a positively charged metal sphere to him, as shown in Figure
3.11. You also happen to be standing in a constant magnetic field whose
direction is upward. You throw the ball directly at Bob, but to your
amazement it curves off to the right. In fact, it behaves the way the base-
ball did when you were spinning on the merry-go-round. However, in
this case neither of you is spinning! Very strange indeed. Continuing
the analogy, to a charged particle, the magnetic field makes space seem
like it is rotating, with the rotation taking place about an axis in the
direction of the magnetic field.

 
r r r
F m v fCoriolis = ¥( )4p

 F mvfCoriolis = ( )4p qsin
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The exact formula for the force is called the Lorentz force law, which
is expressed as

or, in terms of magnitude only,

where q is the magnitude of the charge on the moving object, v is the
velocity of the object, B is the magnitude of the magnetic field, and q
is the angle between the magnetic field and the direction of the ball’s
velocity. The direction of the force is again determined by the cross
product right hand rule. The Lorentz force law forms the basis for how
the magnetic field transmits its action. All magnetic effects can be 
ultimately reduced to this law.

F qvBmagnetic = ( )sin q

r r r
F q v Bmagnetic = ¥( )
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Figure 3.11 Immersed in a magnetic field, you throw a
charged metal ball to your friend Bob. The ball curves to the
right of Bob, makes a loop, and eventually returns to you.



There is an interesting side effect to the magnetic force in this
example. Assuming that there is no air friction, the charged metal ball
will continue to curve forever. Therefore, it will trace out a circular path.
Furthermore, the path of the free charge creates a field whose direction
is opposite to that of the applied field. The free charge orients so that
its dipole moment opposes that of the field. Therefore, the rotation of
objects like compass needles and motor coils, which rotate so as to rein-
force the field, must stem from something other than free charges.

Although the mechanical example and the magnetic example are
very similar, there is one important difference, as illustrated in Figure
3.12. In the mechanical example, there is the additional centrifugal
force, which causes the ball to move outward from the center. (The 
Coriolis and centrifugal forces are actually virtual forces, as your frame
of reference, not the ball, is being accelerated.) So the ball thrown from
the spinning merry-go-round will appear to spiral away forever. In con-
trast to this behavior, the ball thrown in the magnetic field behaves like
a boomerang, tracing out the same path forever.

Aurora Borealis: The “Northern Lights”

In Figure 3.10, the charge begins its velocity at a direction exactly per-
pendicular (90 degrees) to the magnetic field. If the velocity is not
exactly perpendicular, the charge will follow a helical path along the
magnetic field lines. In other words, it moves in the direction of the
field lines, as well as encircling them. This result follows directly from
the Lorentz magnetic force law. In addition, this phenomenon is respon-
sible for the aurora borealis or “northern lights,” the fantastic natural
light show seen in the arctic regions. (In Antarctica it is called the
“southern lights.”) Charged particles (protons and electrons) that are
part of the solar wind are swept into the vicinity of the Earth’s magnetic
field, which extends out past the atmosphere. These particles are caught
by the earth’s magnetic field, and they tend to spiral around the mag-
netic field lines toward the north and south poles. As the particles get
closer to the polar regions, they descend through the atmosphere. In
the atmosphere, they collide with gas atoms (mainly oxygen and nitro-
gen), causing the atoms to ionize. During the ionization process, some
of the particles’ kinetic energy is converted to light. This visible light is
the aurora borealis.

Currents

Another test particle that can be used in analyzing magnetic fields is 
the current segment. Keep in mind that there is a distinct difference
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between a moving charge and a current. A current consists of a group
of moving charge that occupies a length in space, as opposed to a charge,
which occupies only a point in space. The different points of a current
are also typically rigidly connected, as is the case with a current in a
wire. This point is key. In the case of a free electron, the magnetic field
acts at one specific point in space. With a current, the magnetic field
acts in many places at the same time, acting to move the entire struc-
ture. Second, a current always implies the existence of another force
with the job of always keeping the current at its same value. In the
typical case of a current in an ordinary wire, this second force is the elec-
tric field, which is imposed by the source. Another common difference

64 FUNDAMENTALS OF MAGNETIC FIELDS

Figure 3.12 A) Path of ball thrown in Figure 3.10 (Coriolis
force + centrifugal force). B) Path of ball thrown in Figure
3.11 (magnetic force).
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is that most currents occur in wires made of atoms. As opposed to static
electricity, the dynamic electricity of electronic circuits involves 
conductors that have overall neutrality. For every electron flowing in
the current, there is a corresponding stationary hole or positive ion (refer
back to Chapter 2).

Consider the situation in Figure 3.13. A wire carrying a current is placed
in a constant magnetic field that points upward. As in the case of the
single charged particle, the charges of the current are initially pulled to
the right, dragging the wire with it. However, with the current, we have a
second force—the electric field in the wire. Consequently, the charges also
continue to move down the wire. The outcome is that the electric field
fights against the tendency for the charges to try to circle back as in the
case of the single charge. As long as the source for the current continues
to drive a constant current, the wire will continue to move to the right.
The energy expended to move the wire comes from the current source.
The current source must supply an extra amount of electric field to 
counteract the magnetic force. Again, this energy loss corresponds to the
appearance of a resistance from the circuit point of view.

A similar situation occurs when two parallel, current-carrying wires
are placed near each other. From Figure 3.14 you can determine that 
if the wires are carrying current in the same direction, the wires will 
be attracted to each other, moving together until their magnetic fields
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Figure 3.13 A current-carrying wire is forced to the right by
an external field.
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coincide. If the wires carry current in opposite directions, they will be
repelled from each other.

For another example, consider a loop of current in a magnetic field
as shown in Figure 3.15. By using the cross product right hand rule, you
can see that the loop will rotate to align its magnetic dipole with that
of the imposed field. You may also note the strange fact that if the dipole
is placed exactly opposite to the field, it will not move. The situation is
similar to the theoretical fact that a pendulum perfectly balanced at its
peak will remain stationary in an inverted position, like a pencil on its
point. In reality, any slight deviation from perfect balance will cause the
pendulum to fall and eventually settle at its bottom-most position. The
same can be said of the magnetic dipole.

At this point, I have come full circle. I introduced the magnetic field
by describing how dipoles rotate to line up with the field without
explaining why. I then introduced the Lorentz law for magnetic forces
and the cross product right hand rule to explain the fundamental effects
of magnetism. I then proceeded to explain the reason why the dipole
orients itself by using the Lorentz force law.

The general law governing magnetics is that currents and magnets
will move so that their magnetic fields line up to produce the minimal
energy of the total field. This statement explains why two magnets
placed near each other move and rotate until the south pole of one
magnet is touching the north pole of the other.
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Figure 3.14 Two wires that carry current in the same
direction are attracted to each other.



Audio Speakers

Audio speakers are another practical application of magnetics. In the
typical speaker, an electromagnet consisting of a coil is placed in line
with a permanent magnetic. The cone of the speaker is then attached
to the coil, while the permanent magnet is held fixed in place. Depend-
ing on the direction of the current, the coil will either be pulled toward
the permanent magnetic or repelled away from the permanent mag-
netic. The AC signals of music or speech cause the speaker coil and 
cone to vibrate in concert with the signal. The vibrations create sound
waves in the surrounding air and you hear the signal. The energy
expended to create the sound appears as resistance from the circuit point
of view.

Here’s a question for you: Why do speakers have plus and minus 
terminals on them? The speaker is not grounded. The signals are AC, 
so only the relative motion matters. The answer has nothing to with
electronics. Instead this requirement is because of acoustics. The two
speakers of a stereo system must have the same polarity so the sound
created by the speakers adds constructively. If you mismatch the polar-
ity of one speaker, you will get a dead zone of sound between the two
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Figure 3.15 A current-carrying loop experiences a torque
(rotational force) causing it to line up with an applied
magnetic field.

B

I

force

force



speakers. If you match the polarity of both speakers, your stereo will
sound fine.

THE VECTOR MAGNETIC POTENTIAL AND 
POTENTIAL MOMENTUM

In the previous chapter, which covered electric fields, one of the first
concepts covered was the electric field potential, more commonly
known as voltage. You may be wondering if a similar potential exists 
for the magnetic field. If so, you are correct. However, the magnetic
potential is a vector quantity. It has both magnitude and direction. The
vector potential around a current is shown in Figure 3.16. As you can
see, its main characteristic is that it points in a direction parallel to the
current, and it decays in magnitude as the distance to the current
increases.

The magnetic vector potential is much harder to understand than
voltage, the electric potential. However, I will sketch out some of its
characteristics. The magnetic field stores energy just as the electric field
stores energy. In some situations the vector potential can be interpreted
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Figure 3.16 A plot of the magnetic vector potential
surrounding a current-carrying wire.



as the potential momentum of a charge. In fact, the units of the 
vector potential are those of momentum per charge. When Maxwell
developed his theory of electromagnetism, he called the vector magnetic
potential the “electrodynamic momentum” because it can be used to
calculate the total momentum or total kinetic energy of a system of
charged particles and their electromagnetic fields. In Chapter 6, you will
learn more about the vector potential when we discuss quantum
physics.

MAGNETIC MATERIALS

Diamagnetism

In Chapter 2, you learned that different materials behave differently in
electric fields. You learned about conductors and dielectrics. Electric
fields induce reactions in materials. In conductors, charges separate and
nullify the field within the conductor. In dielectrics, atoms or molecules
rotate or polarize to reduce the field. Magnetic fields also induce reac-
tions in materials. However, since there are no magnet charges, there is
no such thing as a “magnetic conductor.” All materials react to mag-
netic fields similarly to the way dielectrics react to electric fields. To be
precise, magnetic materials usually interact with an external magnetic
field via dipole rotations at the atomic level. For a simple explanation,
you can think of an atom as a dense positive nucleus with light elec-
trons orbiting the nucleus, an arrangement reminiscent of the planets
orbiting the sun in the solar system. Another similar situation is that of
a person swinging a ball at the end of a string. In each situation, the
object is held in orbit by a force that points toward the orbit center. This
type of force is called a centripetal force. The force is conveyed by elec-
tricity, gravity, or the string tension, respectively, for the three situations.
Referring to Figure 3.17 and using the cross product right hand rule, you
find that the force due to the external magnetic field points inward,
adding to the centripetal force. The increase in speed increases the elec-
tron’s magnetic field, which is opposite to the external field. The net
effect is that the orbiting electron tends to cancel part of the external
field. Just as the free electron rotates in opposition to a magnetic field,
the orbiting electron changes to oppose the magnetic field. This effect
is called diamagnetism and is just like that of dielectrics, where the
dielectrics tend to reduce the applied electric field. The major difference
here is that diamagnetism is an extremely weak effect. Even though all
materials exhibit diamagnetism, the effect is so weak that you can
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usually ignore it. This explains the commonly known fact that most
materials are not affected by magnets.

Paramagnetism

In addition to orbiting the atom, each electron has a spin, which can
be thought of in simple terms as similar to the Earth spinning on its
axis. Because the electron has a net charge, the spin causes a circular
current and a magnetic dipole. We learned earlier that although currents
are governed by the same magnetic law as free electrons, they behave
in opposite ways. Therefore, the inherent dipole of the electron will be
rotated to line up with the external magnetic field, thereby increasing
the overall field. Paramagnetism,* while stronger than diamagnetism, is
another very weak effect and can usually be ignored. The reason for its
weakness is that the electrons in each atom are always grouped in pairs
that spin opposite to one another. Hence, paramagnetism can only
occur in atoms that have an odd number of electrons. For example, alu-
minum has an atomic number of 13 and thus has an odd number of
electrons. It therefore exhibits paramagnetic properties. The random
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Figure 3.17 A) A circulating electron whose magnetic
moment points upward. B) Applying a downward magnetic
field increases the upward moment of the electron. (Recall
that an electron has negative charge.)

(a) (b)

*There is a simple mnemonic that can be used to recall the definitions of para-
magnetism and diamagnetism. With paramagnetism, the dipoles line up parallel to
the external field. With diamagnetism, the dipoles line up diametrically opposed to
the external field.



thermal motions of the atoms tend to prevent the dipole moments from
lining up well, even when exposed to an external field.

Ferromagnetism and Magnets

Diamagnetism and paramagnetism are both rather obscure phenomena
to most engineers. The effects of ferromagnetism, however, are quite
pronounced and quite well known. Ferromagnetism is responsible for
the existence of magnets—that is, permanent magnets like the ones you
use to hang up notes on the refrigerator. A ferromagnetic material is like
a paramagnetic material with the added feature of “domains.” Each
domain is a microscopic patch of billions of atoms that have all lined
up their dipole moments in the same direction. It so happens that the
quantum mechanical properties of certain materials, notably iron, cause
these domains to form spontaneously. This is due to the electron spin
and to the collective behavior of the outermost electrons of large groups
of atoms. Normally, the domains are randomly oriented so that the
material still has no overall magnetic dipole. However, when a magnetic
field is applied the domains that align to the field grow, while domains
of other orientations shrink. In addition, the domains have a tendency
to freeze in place after aligning. In other words, ferromagnetic materi-
als have memory. For example, if a bar of iron is placed in a strong 
magnetic field and then removed, the bar retains a net magnetic 
dipole moment. It has become a magnet. Some other examples of ferro-
magnetic materials are nickel, which is used in guitar strings, and 
cobalt. Several metal alloys are also ferromagnetic.

Incidentally, there is also a ferroelectric effect. Ferroelectric ma-
terials tend to retain an electric field after being exposed to a large elec-
tric field. Analogous to the term “magnet,” the term “electret” is used
for objects that exhibit ferroelectricity. Electrets are used in certain types
of microphones.

Demagnetizing: Erasing a Magnet

There are two common ways to demagnetize (to remove any net mag-
netic field in) a magnet. First, you can heat the magnetic past its “Curie
point.” Just as ice melts to water, the frozen magnetic moment will “melt
away” because above this temperature the material is no longer ferro-
magnetic. The second and more practical technique is to expose it to
the strong AC magnetic field of an electromagnetic, such as a solenoid.
The field is then slowly decreased to zero. By the end of the process, the
object will have a negligible magnetic field. This technique is known as
“degaussing.”
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Summary of Magnetic Materials

In summary, some magnetic materials line up with an external field and
some materials line up opposite to the field. This result is similar to the
way free electrons line up to oppose a field, whereas controlled currents
move and/or rotate to reinforce a field. Table 3.1 summarizes some of
the types of magnetic materials.
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Table 3.1 Magnetic Classification of Materials

Material Type Description

Nonmagnetic No magnetic reaction.

Diamagnetic Induced dipole moment opposes applied field.
Repelled by bar magnet.
Very weakly magnetic.

Paramagnetic Induced dipole moment aligns to applied field.
Attracted by bar magnet.
Weakly magnetic.

Ferromagnetic Induced dipole moment aligns to applied field.
Attracted by bar magnet.
Very strongly magnetic.
Has memory and so can be used to create permanent 

magnets.
High electrical conductivity.

Ferrimagnetic Type of ferromagnetic material.
Induced dipole moment aligns to applied field.
Attracted by bar magnet.
Very strongly magnetic.

Ferrites Type of ferrimagnetic material.
Induced dipole moment aligns to applied field.
Attracted by bar magnet.
Very strongly magnetic.
Low electrical conductivity.

Superparamagnetic Material mixture: ferromagnetic particles suspended in a 
plastic binder.

Induced dipole moment aligns to applied field.
Very strongly magnetic.
Has memory, which allows for uses in audio, video, and 

data recording.

Data adapted from Krauss and Fleisch, Electromagnetics with Applications, 5th Edition, McGraw-
Hill, 1999.



Table 3.2 gives the properties of a few magnetic materials. The rela-
tive permeability of each material is given. Permeability quantifies how
a material responds to magnetic fields in a manner analogous to how
permittivity quantifies the material response to an electric field. It
follows that permeability is a measure of the magnetic energy storage
capabilities of material. A material with a relative permeability of 1 is
magnetically identical to a vacuum, and therefore stores no magnetic
energy. Paramagnetic and ferromagnetic materials have relative perme-
ability greater than 1, which implies that the material aligns its dipole
moments to an induced field and therefore stores energy. Higher 
permeability translates to a larger reaction and higher energy storage.
Diamagnetic materials are characterized by relative permeabilities less
than 1. This fact implies that the material aligns its dipole moments
opposite to an induced field. Because the material reacts to the field, 
it also stores energy. Hence a lower permeability for a diamagnetic 
material translates to higher energy storage.

MAGNETISM AND QUANTUM PHYSICS

This chapter’s descriptions of diamagnetism, paramagnetism, and ferro-
magnetism are only approximations. To truly explain these effects,
quantum mechanics and solid state physics (quantum theory of solids)
are necessary. In quantum physics, the electron, due to its inherent wave
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Table 3.2 Low-Frequency Permeability of Various Materials

Material Type Permeability

Copper Diamagnetic 0.999991 ¥ m0

Water Diamagnetic 0.999991 ¥ m0

Vacuum Nonmagnetic 1 ¥ m0

Air Paramagnetic 1.0000004 ¥ m0

Aluminum Paramagnetic 1.00002 ¥ m0

Nickel Ferromagnetic 600
Ferroxcube 3, Mn-An Ferrite Ferromagnetic 1500

Powder (Ferrite)
Iron (0.2% impurities) Ferromagnetic 5000
Iron (0.05% impurities) Ferromagnetic 200,000

m0 = 4p ¥ 10-7 H/m

Data adapted from Krauss and Fleisch, Electromagnetics with Applications, 5th Edition, McGraw-
Hill, 1999.



nature, acts more like a spread-out glob engulfing the nucleus rather
than a miniature planet. Furthermore, in quantum mechanics the elec-
tron’s spin is more of a theoretical quantity and can occur in only one
of two quantum states, up or down. You will learn more about quantum
physics in Chapter 6.
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4 ELECTRODYNAMICS

Now that you have learned separately about the electric and magnetic
fields, it is time to learn about the effects that can be explained only by
taking into account both the electric and magnetic field. In other words,
it is time to learn about the interaction of the two fields.

CHANGING MAGNETIC FIELDS AND LENZ’S LAW

In Chapter 3 you learned about the magnetic field and how it stores
energy. You may wonder where this magnetic field energy comes from.
The energy of the magnetic field comes from the current that caused it.
Consider a simple electric circuit where a power source supplies a resis-
tor through some wire. When the power supply is turned on, the current
in the circuit increases from zero to that defined by Ohm’s law, V = I ¥
R. In the steady state, a constant magnetic field surrounds the wire, as
described in Chapter 3. This field stores energy, which must somehow
have been transferred from the power supply. The energy transfer is 
governed by Lenz’s law. Lenz’s law is the magnetic corollary to Newton’s
third law: for every action there is an equal and opposite reaction.
Loosely put, Lenz’s law states that whenever a change in a magnetic field
occurs, an electric field is generated to oppose the change. The oppos-
ing electric field is sometimes called back-emf, where emf stands for elec-
tromotive force.

Continuing with the present example, when the power is turned on,
a magnetic field starts to develop around the wires. Because the mag-
netic field is changing from zero to a non-zero value, Lenz’s law states
that an electric field is generated that opposes the change. This electric
field manifests itself in the circuit as voltage. The opposing voltage 
persists until the current reaches its final steady-state value. The cur-
rent, therefore, cannot change instantaneously, but continuously
changes from zero to its final value over a period of time. Furthermore,
while the current is increasing, a voltage drop exists across the wires. A
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voltage together with a current implies power loss. Although all real
wires have resistive (heating) losses, you can ignore such losses for this
example. The power loss encountered here actually corresponds to the
power transferred into the magnetic field surrounding wires. Just as it
takes energy to increase the speed of a car, it also takes energy to increase
the speed of change in a circuit (i.e., the current). You can think of Lenz’s
law as a way in which nature “balances its books.” Energy is always con-
served, and Lenz’s law tells us how energy conservation is maintained
with magnetic fields.

FARADAY’S LAW

Lenz’s law provides a qualitative understanding of how a changing 
magnetic field creates an electric field. Faraday’s law, proposed by 19th-
century scientist Michael Faraday, describes this action qualitatively. For
a solenoid with N turns and a cross sectional area A, Faraday’s law can
be written as

where dB/dt is the change in magnetic field per unit time and V is the
resulting voltage in the circuit.

INDUCTORS

At last it is time to learn about inductors. In contrast to the capacitor,
which requires only one field (namely the electric field) to describe its
operation, the inductor requires both fields to describe its operation
even though it stores only magnetic energy. Here again is an inherent
difference between the electric and magnetic fields. An inductor is a
circuit element used to store magnetic energy. Typically, an inductor is
created from several loops of wire stacked together to form a solenoid.
The stacking of several loops serves to concentrate a large magnetic field
in a small volume. The magnitude of an inductor is measured by its
inductance, which depends on the size and shape of the coil of wires.
For a very long solenoid, the inductance is approximately
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where m0 is the permeability of free space, N is the number of turns of
wire in the solenoid, A is the cross-sectional area of the solenoid, and l
is the length of the solenoid. Larger inductance translates to larger mag-
netic energy storage for a given current. More explicitly, the magnetic
field inside an inductor is related to the driving current as

Discharging an Inductor

Upon learning that the circuit supplies energy to the magnetic field 
of an inductor, you may wonder where this energy goes when the 
circuit is turned off. The short answer is that the energy is returned to
the circuit. For example, imagine a simple R–L (resistor and inductor 
in series) circuit powered by a DC source. After the initial charging
period, a steady current exists in the circuit, and a steady magnetic field
exists inside the inductor. Now imagine that someone opens the cir-
cuit. The current in the circuit is abruptly brought to zero. Invoking
Lenz’s law, you know that a voltage is created to counteract the change
in current. The inductor “wants” to continue pumping current, just 
as a car “wants” to continuing moving once set in motion. In other
words, both the car and inductor have some form of inertia. Even
though the circuit is broken, the magnetic field will continue to pump
current through the inductor. Since the charge has no circuit to follow,
it builds up at the ends of the inductor. A large voltage results. The
“charged” inductor acts like a current source, analogously to the charged
capacitor, which acts as a voltage source. In an ideal inductor, the
current would continue to flow indefinitely, leading to an infinite
voltage. In the same way, an ideal car (i.e., a car with no frictional
forces), once set in motion, would roll forever, as stated by Newton’s
first law. In any real circuit, however, infinite voltages are impossible.
When the voltage reaches a high enough value, the air between the con-
tacts of the switch will break down and a spark occurs. The spark forms
a temporary path for current, allowing the inductor to discharge its
energy to the resistor of the circuit. This is essentially how a spark is
generated in the ignition system of a car. The spark occurs in a small
gap between two electrodes of the spark plug, igniting the vaporized gas
inside the piston. The turning of the engine opens and closes the switch
that charges the coil.

Although a spark is the most dramatic result of discharging an induc-
tor, the energy can be dissipated less violently through the parasitic 
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elements of the inductor. All real inductors have a parasitic capacitance
that forms between the coils of the solenoid. The parasitic capacitance
couples with the inductance to form a resonant circuit. The voltage in
the inductor reaches a peak value when the capacitance is fully charged.
Then the capacitance discharges current into the inductor. The process
repeats itself and a sinusoidal oscillation is produced. As the energy
cycles between the inductance and capacitance, it gradually diminishes
because the parasitic resistance of the coil wire converts it to heat. You
will learn more about parasitic elements in Chapter 7.

So far I have described the ways an inductor loses its magnetic energy.
Can an inductor be used as a long-term storehouse of energy like a
capacitor? Yes, but it ain’t easy. In the case of a capacitor, you just have
to remove the capacitor from its circuit and it will continue to hold its
voltage. In other words, you must place an open circuit across a capac-
itor for it to store its energy. It follows that since an inductor is the elec-
tromagnetic dual to a capacitor, you must place a short circuit across 
an inductor for it to store its energy. In practice this can only be ac-
complished through the use of superconductors. Any ordinary wire will
quickly sap the inductor’s energy because of its resistance. Nature has
made it much easier for us to construct a low-loss open circuit than to
construct a low-loss short circuit.

AC CIRCUITS, IMPEDANCE, AND REACTANCE

An interesting thing happens when you apply an AC source to an induc-
tor. Power is transferred to and from the inductor during each cycle, and
the energy provided by the circuit is equal to the energy returned from
the inductor. Because energy is not lost, the ideal inductor does not have
an AC resistance. However, sinusoidal current flows through the induc-
tor and a sinusoidal voltage develops across the inductor. In other words,
the ratio of voltage to current is not zero. Moreover, the current wave
and the voltage wave are always 90 degrees out of phase. Through the
use of complex numbers, impedance (the generalization of resistance)
can be defined. Impedance, Z, is the ratio of voltage to current in any
circuit element. Real impedances imply resistance and therefore power
lost from the circuit. Imaginary impedances imply energy storage in a
circuit. Imaginary impedance is called reactance because it is a reaction
to the voltage source. Ohm’s law can be extended with the concept of
impedance and complex numbers,

 V I Z= ◊
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where V and I are the root-mean-square voltage and current (in phasor
notation) respectively.

In an inductor, the current wave lags the voltage wave by 90 degrees
and its impedance is defined as

where f is the wave frequency and j is the square root of -1. Capacitors
also store energy, and therefore cycle energy in AC circuits. In a ca-
pacitor, the current wave leads the voltage wave by 90 degrees and its
impedance is defined by

From these definitions, you can see that positive imaginary impedance
implies inductive reactance and negative imaginary impedance implies
capacitive reactance.

RELAYS, DOORBELLS, AND PHONE RINGERS

When an object is placed in a magnet field, its atomic dipole moments
react as described in Chapter 3. Usually this effect is negligible, except
for certain ferromagnetic materials such as iron, nickel, and steel. When
a piece of iron is placed in a magnetic field, its internal atomic dipoles
align with the field. The object will be attracted to the source of the field,
and vice versa. We encounter this phenomenon whenever we place a
magnet on the refrigerator door. This is the magnetic corollary to static
electricity, which causes dust to stick to TV screens and static-charged
clothes to stick together.

This “static magnetism” is not limited to permanent magnets—
ferromagnetic objects are also attracted to electromagnetics. An iron 
bar will be attracted to and drawn into a solenoid. This mechanism is
exploited in many electromechanical devices. For instance, relays are
switches controlled by current in a solenoid. An iron plunger normally
holds the switch in one position with the aid of a spring. When enough
current is sent through the solenoid, the magnet field pulls the iron
plunger into the solenoid with enough force to counteract that of the
spring. The switch position is then changed. The same mechanism is
used for doorbell ringers and for the ringers of old telephones. To ring
your telephone, the phone company sends a large (~100V) signal on
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your telephone line at a frequency of about 20Hz. In an old-fashioned
phone, the large AC signal causes a large AC magnetic field in a sole-
noid. An iron bar inside the solenoid is made to vibrate back and forth.
The iron bar is attached to a clapper, which hits a bell at each cycle of
the wave. A doorbell ringer works on the same principle.

MOVING MAGNETS AND ELECTRIC GUITARS

Now instead of letting the iron bar and solenoid move together, imagine
that you hold the solenoid fixed and move the piece of iron back and
forth. By moving the iron bar, you are also moving the induced mag-
netic field of the iron bar. From the frame of reference of the stationary
solenoid, the moving iron bar creates a moving magnetic field. From
Lenz’s law you know that an electric field will arise to counteract the
changing magnetic field. The induced electric field creates a voltage in
the solenoid. This is one of the exact experiments Faraday performed,
leading to the law that bears his name. The important consequence is
that mechanical energy (moving a bar of iron) can be converted to elec-
trical energy (a voltage in the solenoid). This result is the basis for elec-
trical generators and for electric guitars.

The electric guitar converts the vibrating energy of the nickel strings
into an AC current. Under the strings, near where the guitarist strums,
a solenoidal device called a pickup is placed. The pickup typically con-
sists of six permanent magnet cylinders, one placed under each guitar
string. A single coil of wire is wrapped around all the permanent mag-
nets, forming a solenoid with six iron cores. The magnetic field of the
permanent magnets induces a secondary magnetic field in the guitar
strings because the strings are made of a ferromagnetic material. When
a string is plucked, it vibrates at its resonant frequency. Its magnetic field
moves along with it. The moving field induces a voltage in the solenoid
below, as required by Lenz’s law. The overall effect is that of six AC
voltage sources (one for each string) connected in parallel.

GENERATORS AND MICROPHONES

Generators and microphones work on the same principle of Faraday’s
law. Any electronics hobbyist knows that a DC motor can also be used
as a DC generator, and a speaker can also be used as a microphone. Con-
sider the DC motor described in Chapter 3. In Chapter 3, you learned
that applying a voltage across the rotor coil caused it to rotate because
of the permanent magnetic field of the stator. If, instead, you move the
rotor by a mechanical means, the orientation of the rotor will change
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with respect to the magnetic field of the stator. A voltage is thereby
induced in the rotor. Mechanical energy is converted to electrical energy.
Faraday was in fact the first person to create an electric generator. When
he demonstrated his device to the prime minister of England, the prime
minister asked what this device could be used for. Faraday is said to 
have replied sarcastically, “I know not, but I wager that one day your
government will tax it,” or least that is how the story goes. Of course
Faraday was correct, as we all know too well. Faraday also knew that
generators and motors would be of great utility for harnessing and trans-
ferring energy.

Returning again to Chapter 3, you learned how an electromagnet can
be used to cause a paper cone to vibrate, producing sound. If, instead,
the cone is forced to vibrate by incoming sound, an electric field is
induced in the coil by means of the moving permanent magnet attached
to the coil. In this way, sound waves such as those produced by the
human voice can be converted to electric signals.

THE TRANSFORMER

The transformer also relies on Faraday’s law for its operation. A trans-
former is constructed from two solenoid inductors such that the mag-
netic fields of each inductor are closely coupled. The inductors can be
coupled closely by stacking them on top of one another. By varying the
current in one of the inductors an AC magnetic field is created. By means
of Faraday’s law, a voltage is induced in the other inductor. In this 
way the transformer can be used to transfer energy between two uncon-
nected circuits.

Transformer and Inductor Cores

Another, more efficient, method for coupling inductors is the use of a
core material with a high permeability, typically a ferromagnetic mate-
rial such as iron. The core acts to concentrate the magnetic field so most
of the field is coupled between the inductors. Ferromagnetic cores 
can also be used to increase the inductance of inductors. To achieve the
highest inductance and the best coupling in a transformer, you should
use a core that forms a closed loop, such as a toroidal or donut-shaped
core. By using such a closed loop core, all of the magnetic field will be
concentrated in the core material, not in the air. A side benefit of using
a closed loop core is that such components are unlikely to cause inter-
ference with other components. With almost all the magnetic field con-
tained in the core, there is not much of a stray magnetic field to induce
unwanted effects in nearby components or circuits.
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SATURATION AND HYSTERESIS

Unfortunately, with all the usefulness of ferromagnetic cores comes a
few unwanted side effects. The first side effect is saturation. Saturation
occurs when the applied magnetic field is so large that the permeability
starts to drop. If the field is increased further past saturation, the per-
meability eventually drops to that of free space. When in saturation, the
material can no longer increase its internal microscopic magnetic align-
ment; in other words, the microscopic magnets are fully aligned. An
inductor whose core is in saturation will have its inductance drop dra-
matically. An AC signal that encounters saturation will be clipped or 
distorted in some way. It is therefore important in most circuit applica-
tions to prevent the magnetic field inside the inductor from reaching
the level of saturation.

Hysteresis is another effect that occurs in ferromagnetic cores. Hys-
teresis is associated with the inherent memory of ferromagnetic materi-
als that allows for the creation of permanent magnets. After a magnetic
field is applied to a ferromagnet, some of the magnetization is retained,
even after the applied field is turned off. So even though you brought
the applied field back to its original starting point, the material has not
returned to its original state. At the microscopic level, there is a force
that tends to oppose the realignment of the microscopic magnets. The
dependence of the material’s state on its past history is known as hys-
teresis. In addition to memory effects, hysteresis also causes energy loss.
When you apply a magnetic field that realigns the microscopic magnets,
a frictional effect occurs, and energy is lost to heat.

WHEN TO GAP YOUR CORES

Earlier in the chapter, I mentioned that to obtain the highest inductance
and smallest amount of stray magnetic fields, a ferromagnetic core in
the form of a loop is used. To reach a compromise between the benefits
and disadvantages of ferromagnetic cores, an air gap is often placed
within the core loop. In such a configuration, the overall permeability
takes on an intermediate value between that of the core material and
that of air. The effects of hysteresis are also mitigated because air has no
hysteresis.

In addition, with the gap of air in series with the ferromagnetic core,
most of the magnetic energy gets stored in the air. This may seem coun-
terintuitive, but it is analogous to how resistors behave in electric cir-
cuits. If you place a large resistor in series with a small resistor, the larger
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voltage drop (and larger energy loss) will occur across the large resistor.
Conversely, when the resistors are connected in parallel, the larger
current (and larger energy loss) will occur in the small resistor. Contin-
uing the analogy, when air is placed in parallel with iron, most of the
magnetic field (and energy storage) occurs in the iron.

So when should you gap and when should you not gap the core of a
transformer? This question usually arises in the context of power supply
design, where the goal of the engineer is to output a large amount of
power at the lowest material cost, and often, the lowest overall weight
and size. To get the most “bang for your buck,” you should always use
an ungapped transformer whenever possible because it provides the
highest inductance for any given form factor. Thus when a transformer
is being used to transfer an AC signal from the source to load, ungapped
cores are not usually a problem. However, any situation where the trans-
former is used to store and then release energy, such as in the use of an
ignition coil or a flyback transformer, usually requires a gap in the core
to lessen the hysteresis-related losses. In these applications, the pri-
mary of the transformer is charged with energy by driving it with a 
DC current. When the current is turned off, a transient magnetic field
occurs. The transient magnetic field causes a voltage to develop across
the winding of the secondary, and thus the energy stored in the primary
is transferred to the load of the secondary. With a gap placed in the core,
most of the magnetic energy is stored in the air gap, greatly reducing
hysteresis losses. As an alternative to using a gapped core, you can also
use certain porous materials. The porosity of the material creates the
effect of a distributed air gap, reducing the hysteresis effects.

FERRITES: THE FRIENDS OF RF, HIGH-SPEED DIGITAL, 
AND MICROWAVE ENGINEERS

Ferrites are a special subset of ferromagnetic materials. (For a more exact
definition, refer to Table 3.1.) Ferrites are a ceramic material, as opposed
to other ferromagnetic materials, which are metals. Hence, whereas most
ferromagnetic materials such as iron are very conductive, ferrite mate-
rials have very poor conductivity. Conductive materials such as iron 
can be very problematic when used in circuit design. The problems arise
from eddy currents. Eddy currents are unwanted currents induced in a
conductor by a changing magnetic field.

The eddy currents are true currents in that free electrons are actu-
ally moving within the material. Associated with currents are resistive
losses. Eddy currents can produce high losses inside transformers 
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and inductors, and these losses increase dramatically with frequency. 
Several techniques can be employed to avoid this problem. One tech-
nique is to use bundles of electrically insulated iron rods for a core. The
permeability stays about the same, but eddy currents are unable to cir-
culate. This is an old technique useful for low-frequency, high-power
applications.

Another option is the use of a ferrite core. Being poor conductors, 
ferrites do not have the acute problem of eddy currents. Ferrites are the
choice core material for high frequencies. However, although ferrites 
can remedy the eddy current problem, they can’t eliminate all loss. 
At frequencies in the MHz to 100MHz range, even ferrites become 
lossy due to heating from other magnetic effects. Therefore, at UHF and
microwave frequencies, only air-core inductors are typically used.

Even the high-frequency lossy quality of ferrites has a useful appli-
cation. Ferrites act as a combination inductor and frequency-dependent
resistor whose resistance is proportional to frequency. For this reason
ferrite beads and ferrite molds are great for eliminating high-frequency
noise on (low-current) power supplies, digital clock signals, and cable
signals.

Although not useful for inductors at microwave frequencies, ferrites
are used extensively in microwave systems. At microwave frequencies,
very-high-resistance ferrites are used for many specialty applications.
The ferrite is used with a DC magnetic field applied to it. (The DC mag-
netic field can be supplied by permanent magnets or by an electromag-
net.) With a DC field applied, ferrites become anisotropic; that is, their
magnetic properties are different in different directions. Simply stated,
the DC field causes the ferrite to be saturated in the direction of the field
while remaining unsaturated in the other two directions. Voltage-
controlled phase-shifters and filters as well as exotic directional devices
such as gyrators, isolators, and circulators can be created with ferrites in
the microwave region.

MAXWELL’S EQUATIONS AND THE 
DISPLACEMENT CURRENT

In the 1860s, the British physicist James Clerk Maxwell set himself 
to the task of completely and concisely writing all the known laws 
of electricity and magnetism. During this exercise, Maxwell noticed 
a mathematical inconsistency in Ampere’s law. Recall that Ampere’s 
law predicts that a magnetic field surrounds all electric currents. To fix
the problem, Maxwell proposed that not only do electric currents, the
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movement of charge, produce magnetic fields, but changing electric
fields also produce magnetic fields. In other words, you do not neces-
sarily need a charge to produce a magnetic field. For instance, when a
capacitor is charging, there exists a changing electric field between 
the two plates. When an AC voltage is applied to a capacitor, the 
constant charging and discharging leads to current going to and from 
the plates. As I discussed in Chapter 1, although no current ever travels
between the plates, the storing of opposite charges on the plates gives
the perceived effect of a current traveling through the capacitor. 
This virtual current is called displacement current, named so because the
virtual current arises from the displacement of charge at the plates.
Maxwell’s hypothesis stated that a changing displacement current, 
such as that which occurs between a capacitor’s plates, produces a 
magnetic field.

And Maxwell Said, “Let There Be Light”

In addition to being a physicist, Maxwell was also an extraordinarily tal-
ented mathematician. When he added his new term to the existing
equations for electricity and magnetism, he quickly noticed that the
mathematics implied that propagating electromagnetic waves could be
created. Such waves had never been observed. This was a monumental
discovery. Furthermore, when he performed the mathematical deriva-
tions, the speed of these new waves was predicted to be that of the speed
of light! Before Maxwell, there had been no reason to believe that light
and electromagnetism had anything to do with one another. But he 
had found an unusual coincidence—too much of a coincidence to be
ignored. (At the time of Maxwell’s prediction, the speed of light had
been measured many times and was known to an accuracy of about 
5%.)

Maxwell first published his results in 1864, but it wasn’t until years
later that his theory was accepted by physicists in general. In 1887, eight
years after Maxwell’s death, Heinrich Hertz confirmed Maxwell’s pre-
diction by transmitting an electrical signal through the air. Hertz used
a coil of wire in series with a small air gap. Using a high voltage, he
forced a spark to be generated across the gap. At a moderate distance he
placed an identical coil in series with an identical small air gap. You can
imagine Hertz’s excitement when he saw that a spark was produced in
the second coil whenever a spark occurred in the first coil. Later exper-
iments showed that these “radio waves” behaved just like light waves,
except they had a much longer wavelength. At this point, scientists were
convinced that light must be a form of electromagnetic oscillation, and
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Maxwell was vindicated. The full equations of electromagnetics still bear
his name.

Within a decade, in 1896, Guglielmo Marconi demonstrated that
messages could be sent over great distances using these newly discov-
ered radio waves. It was in this year that he sent a radio message over a
distance of 10 miles. In 1901, he sent a message across the Atlantic
Ocean, which brought him great fame. Nikola Tesla also invented and
patented a wireless transmission system, and at an earlier date than
Marconi’s. However, Tesla was involved in many other electrical projects
and was not a dynamic public figure like Marconi. Tesla lost the patent
lawsuits concerning radio, but, ironically, the court ruling was over-
turned in the 1943, giving credit to Tesla. Since the work of each man
was independent, both Tesla and Marconi should be given credit as 
the inventors of wireless transmission. However, Marconi was the pio-
neer of radio engineering, while Tesla focussed on engineering AC power
systems.

At the end of the 19th century there was only one major question
remaining to be determined concerning electromagnetics. What was the
substance that the electromagnetic waves traveled through? All waves
were known to be the transmission of disturbances in a medium. Water
waves are variations in the surface tension of water. Sound is the varia-
tion in pressure of air. Vibrating guitar strings are variations in tension
of the string. Scientists of the time assumed that electric and magnetic
fields must be a type of tension in some unknown material. They called
this fictitious material “aether.” We know now that there is no aether.
Light is unlike other waves in that it doesn’t need a medium for 
transmission. The aether concept, however, did not die easily. It took
Einstein’s theory of relativity to resolve the issue.

PERPETUAL MOTION

Conceptually, it is fairly easy to understand how waves are a conse-
quence of Maxwell’s addition to Ampere’s law. His addition states that
a change in an electric field inevitably causes a magnetic field to be
created. From Faraday’s law you know that a magnetic field developing
will cause an electric field to be created. Changing electric fields beget
changing magnetic fields, which beget changing electric fields, and so
on. When either a magnetic or electric field changes, a sequence of 
perpetual events is initiated. This changing field propagates away from
its source as a wave. The wave propagates forever, or until its energy is
absorbed by matter somewhere. The fact that light waves, radio waves,
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and X-rays are all initiated by this same phenomenon was an amaz-
ing fact in Maxwell’s time, and it is still quite an amazing fact of 
nature today.

WHAT ABOUT D AND H? THE CONSTITUITIVE RELATIONS

If you have taken a course on electromagnetics, you will have encoun-
tered two other field quantities, namely D and H. D is called the elec-
tric displacement field and H is simply called the H-field. (Due to
convention, some authors misleadingly refer to H as the magnetic field
and B as magnetic flux density or magnetic induction.) So what are D
and H? D and H are theoretical quantities used for problems involving
macroscopic materials. At the microscopic level there are no D and H.
The D field is a combination of the E field added with its electrical reac-
tion in the material. The H field is a combination of the B field added
with its magnetic reaction in the material. More explicitly, D and H
measure the statistical average in space and time of atomic reactions to
the imposed fields. D and H are thus macroscopic quantities. Referring
to Chapter 2, D = e ¥ E and referring to Chapter 3, B = m ¥ H, where e
is the material permittivity and m is the material permeability. To be
precise, H is really a function of B, but convention has us write the rela-
tion the other way around. These relationships are referred to as the con-
stituitive relations. The third of these relations is J = s ¥ E, where J is
current density or current per area, and s is the material conductivity.
This third equation is just another way of stating Ohm’s law. It describes
the average movement of electrons in a conductor, as discussed in 
Chapter 2. The constituitive relationships do not express laws of their
own. They just define how materials behave in electric and magnetic
fields. Keep in mind that these relationships are not always simple or
linear. For example, the memory-like effect of ferromagnetic materials
implies that H is a nonlinear function of B (or vice versa if you go by
convention).

In the language of thermodynamics and stastical physics, the three
constituitive relations are “equations of state.” An equation of state is
an equation that relates macroscopic variables of a material or system.
The most well known equation of state is the Ideal Gas law,

where P, V, and T are the pressure, volume, and temperature of the gas,
N is the number of gas molecules, and K is Boltzman’s constant. At the

 PV NKT=
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microscopic level, the gas consists of molecules randomly moving and
colliding with each other. However, we typically measure the macro-
scopic variables of the gas such as pressure and temperature.
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5 RADIATION

Every person, whether technical or nontechnical, is quite familiar with
electromagnetic radiation. We directly experience radiation as light and
heat radiation, and we also rely on radio, TV, cell phones, and other
devices that make use of this property of nature. But what is electro-
magnetic radiation and how is it produced? How is radiation different
from the static fields we find around a charged object or permanent
magnet? Intuitively we know that radiating fields are far-reaching,
whereas nonradiating fields like those of a refrigerator magnet are 
concentrated near their source. This intuitive notion is a good start for
learning the details.

Understanding antennas and electromagnetic radiation is obviously
important in RF engineering, in which capturing and propagating waves
are primary objectives. An understanding of radiation is also important
for dealing with the electromagnetic compatibility (EMC) aspects of
electronic products, including digital systems. EMC design is concerned
with preventing circuits from producing inadvertent electromagnetic
radiation and stray electromagnetic fields. EMC also involves prevent-
ing circuits from misbehaving as a result of ambient radio waves and
fields. With the ever-increasing frequencies and edge rates of digital
systems, EMC becomes increasingly harder to achieve. The seemingly
mystical process by which circuits radiate energy is actually quite simple.

STORAGE FIELDS VERSUS RADIATION FIELDS

First, it is important to define the terms involved. Unfortunately, there
isn’t a lot of consistency in terminology when discussing this subject. I
will therefore explicitly define some terms. Electromagnetic fields can
be divided into two basic types, storage fields and radiating fields. The
main distinction between the two is that storage fields store energy in
the vicinity of a source and radiating fields propagate energy away
through free space. Storage fields can only exist in the vicinity (within
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several wavelengths) of conducting structures. Furthermore, storage
fields disappear when their source is turned off. In contrast, radiating
fields propagate forever—even after the source is turned off, radiation
fields continue to exist.

For example, the famous astronomer Carl Sagan noted that if aliens
were to point an antenna at Earth they would receive all our radio and
TV broadcasts. Some of the energy of these signals escapes from the
Earth and propagates out through space. One day, an alien astronomer
in some distant part of the galaxy may point a radio telescope toward
our solar system and pick up the broadcast of the first Super Bowl or an
episode of Baywatch. Conversely, scientists on Earth are actively search-
ing the skies for signs of any “intelligent” broadcasts not of earthly
origin. The project is called SETI, the Search for ExtraTerrestrial Life. In
contrast to earthly radiating fields, no alien observer has a chance of
detecting the storage field of an earthly permanent magnet, even those
magnets strong enough to pick up a car.

Another distinctive characteristic of radiating fields is that they must
take the form of a wave, and they must have both electric and magnetic
components. Furthermore, the electric and magnetic fields must be at
right angles to each other. The direction of propagation is defined by 
E ¥ B. In other words, the direction of propagation is orthogonal to E
and B, and can be determined by the cross product right hand rule given
in Chapter 3. Moreover, in free space, the ratio of the magnitude of the
electric field to that of the H-field is always 120p @ 377 ohms—
the impedance of free space. The ratio of the electric field (E) to the 
magnetic field (B) is equal to the speed of light, c @ 3 ¥ 108 m/s.

Storage fields can consist of waves, but they can also be static (DC)
like a static charge. They can be exclusively electric or exclusively mag-
netic or any combination of the two. Within the umbrella of storage
fields, I include the fields that surround electronic circuits that serve to
store and transport energy in the circuit. For any powered circuit, the
space surrounding every wire, resistor, capacitor, inductor, and transis-
tor is permeated with some combination of electric and magnetic fields.
I could be more precise and call these fields “storage/transport fields,”
but I think this term would be too cumbersome.

A commonly used term for the storage field is near field. This term is
appropriate because the storage field is always concentrated near the
source. The energy density contained in storage fields always decays at
a rate quicker than 1/r 2, where r is the distance to the source. In con-
trast, for radiating fields, the energy density decays at a rate of exactly
1/r 2. Mathematically, this statement implies that the radiating field
spreads out on the surface of a spherical shell of radius r. Because the
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surface area of a sphere is 4pr2, the total energy on any sphere is the
same at any distance. For this reason, the radiating field is often called
the far field. Unfortunately, the term far field is also sometimes used to
describe the very far portion of the radiating field, where the radiation
can be approximated as plane waves. For example, the sun’s light rays
can usually be considered as parallel (i.e., a plane wave) here on Earth
because we are so far away from the sun.

The last major distinction between storage and radiating fields is 
how the source reacts when an observer absorbs some of the energy in
the field. Consider a television broadcast. The power required for the TV
station is independent of how many people have TVs and who has them
turned on. If you buy a second TV for your home, the TV station does
not need to turn up the power on their transmitting antenna. Once the
signal leaves the vicinity of the antenna, it is gone forever, regardless of
whether the power of the signal gets absorbed by a TV set, tree leaves, or
rain, or is reflected into space. By tuning into a TV signal, you have no
effect on the source that sent it. The same cannot be said of storage fields.
Any time you try to measure or receive a signal in the near field, you will
cause an effect on the source circuit. By extracting or diverting the energy 
of the near field, you are necessarily causing a reaction in the source
circuit. For this reason the storage field is often called a reactive field.
(Don’t confuse the term reactive field with the terms reactive power and
reactive impedance. These terms are all related but not in a one-to-one
manner. For instance, a reactive field can be associated with real power
transport.) Engineers familiar with EMC (electromagnetic compatibility)
specification know how hard it is to make near field measurements; the
very act of measuring changes the field you are trying to measure.

I will use the terms storage field, near field, and reactive field inter-
changeably.

ELECTRICAL LENGTH

The concept of electrical length (physical length divided by wave-
length) is crucial to the understanding of antennas and other radiat-
ing systems. The power radiated from any antenna is proportional 
to electrical length. Thus, a 60Hz antenna, a 100MHz antenna, and a 
10GHz antenna will all have the same radiation pattern and radiate the
same amount of energy if they have the same geometry with equal
dimensions as measured by electrical length. For example, a dipole
antenna with an electrical length of 1/2 (i.e., a physical length of half
of a wavelength) will radiate the same amount of power, regardless of
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the physical length. Such an antenna has a length of 2.5 ¥ 106 m, 1.5m,
and 1.5cm for signals at 60Hz, 100MHz, and 10GHz, respectively. From
these numbers, it is quite obvious why practical radio systems use higher
frequencies.

The Engineer and the Lawyer

A practical example will help to clarify these concepts. Consider the fol-
lowing fictitious disagreement. An electrical engineer is telling his
lawyer friend about his latest home electronics project. The engineer
lives near some high-voltage power lines and is working on a device that
will harness the power of the 60Hz electromagnetic field that permeates
his property. The lawyer immediately states that what the engineer plans
to do would, in effect, be stealing from the utility company. This state-
ment angers the engineer who replies, “That’s the trouble with you
lawyers. You defend laws without regard to the truth. Even without 
my device, the stray electromagnetic energy from the power lines is 
radiated away and lost, so I might as well use it.” The lawyer stands 
his ground and says the engineer will still be stealing.

Who is right? The lawyer is correct even though he probably doesn’t
know the difference between reactive and radiating electromagnetic
fields. The field surrounding the power lines is a reactive field, meaning
that it stores energy as opposed to radiating energy, so the engineer’s
device would in fact be “stealing” energy from the power lines. But why?
Why do some circuits produce fields that only store energy, while others
produce fields that radiate energy?

Circuits That Store and Transport Energy

To further examine this situation, consider the circuit in Figure 5.1A. 
It is a simple circuit consisting of an AC power source driving an 
inductor. If the inductor is ideal, no energy is lost from the power supply.
The inductor does, however, produce an electromagnetic field. Because
no energy is lost, this field is purely a storage field. The circuit pumps
power into the field and at the same time the field returns power to the
circuit. Because of this energy cycling, the current and voltage of the
inductor are out of phase by 90 degrees, thus producing a reactive
impedance, ZL = +jwL.

Referring to Figure 5.1B, when a second circuit consisting of an induc-
tor and resistor is placed near the first circuit, the field from L1 couples
to L2 and causes current to flow in the resistor. The coupled fields of the
two inductors create a transformer. Here the reactive field allows energy
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to be transferred from the source to the resistor even though the original
circuit has not changed. This action suggests that a reactive field can store
energy or transfer energy, depending on what other electrical or mag-
netic devices are in the field. So the reactive field reacts with devices that
are present within it. In a reciprocal manner, a capacitor creates a reac-
tive field that can store energy, transfer energy, or do both (Figure 5.2).

Circuits That Radiate

Now consider the circuits in Figure 5.3. Here an AC voltage source 
drives two types of ideal antennas, a half-wavelength loop and a half-
wavelength dipole. Unlike the previous circuits, the antennas launch
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Figure 5.1 A) An inductor creates a reactive field that stores
energy. B) Adding a second inductor harnesses the reactive field
to transfer energy to a load without metallic contact.

(a) (b)

L L L R

(a) (b)

C C C R

Figure 5.2 A) A capacitor creates a field that stores energy. 
B) Adding a second capacitor harnesses some of the storage
field to transfer energy to the load resistor.



propagating fields that continuously carry energy away from the source.
The energy is not stored, but propagates from the source regardless of
whether there is a receiving antenna. This energy loss appears as resis-
tance to the source, like the way loss in a resistor corresponds to heat loss.

Explaining the Lawyer’s Claim

Now back to the story of the engineer and the lawyer. The engineer
thought the power transmission line near his house was radiating energy
like an antenna, and that he was just collecting the radiating energy with
a receiving antenna. However, when the engineer measured the field on
his property, he was measuring the reactive field surrounding the power
transmission lines. When he activates his invention, he is coupling to the
reactive field and removing energy stored in the field surrounding the
power lines. The circuit he forms is analogous to the transformer circuit
in Figure 5.1B, so the engineer is, in fact, stealing the power.

These examples illuminate the different characteristics of reactive and
radiating electromagnetic fields, but they still do not answer the ques-
tion of why or how radiation occurs. To understand radiation, it is best
to start with the analysis of the field of a point charge.

THE FIELD OF A STATIC CHARGE

For a single charged particle, such as an electron, the electric field forms
a simple radial pattern as shown in Figure 5.4. By convention, the field
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Figure 5.3 The two most basic antennas are: A) a loop antenna
whose circumference is equal to the source wavelength divided
by two, and B) a dipole antenna whose length is equal to the
source wavelength divided by two.

(a) (b)
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lines point outward for a positive (+) charge and inward for a negative
(-) charge. The field remains the same over time; hence, it is called a
static field. The field stores the electromagnetic energy of the particle.
When another charge is present, the field exerts a force on the other
object and energy is transferred. When no other charged particles are
present, the field has no effect but to store energy. The fact that energy
is transferred from the field only when another charged particle is
present is a defining characteristic of the static field. As you will soon
learn, this fact does not hold true for a radiating field.

Figure 5.4 The static field of a positive charge is shown as a
vector plot (top left), streamline plot (middle left), and a
contour plot (bottom left). The static field of a dipole is shown
as a vector plot (top right), streamline plot (middle right), and
contour plot (bottom right).



THE FIELD OF A MOVING CHARGE

Now consider the same charged particle moving at a constant velocity,
much lower than the speed of light. The particle carries the field wher-
ever it goes and at any instant the field appears the same as a static field
(see Figure 5.5A). In addition, because the charge is now moving, a mag-
netic field also surrounds the charge in a cylindrical manner as governed
by the Biot-Savart law. As in the case of a static charge, both the elec-
tric and magnetic field of a constant velocity charge serve to store energy
and transmit the electric and magnetic forces only when other charges
are present. To make the description easier, I’ll ignore the magnetic field
for most of the chapter.

THE FIELD OF AN ACCELERATING CHARGE

When a charged particle is accelerated, something interesting occurs.
The lines of the electric field start to look bent, as shown in Figure 5.5B.
A review of Einstein’s theory of relativity helps to explain why bending
occurs: No particle, energy, or information can travel faster than the
speed of light, c. This speed limit holds for fields as well as particles. 
(For that matter, quantum electrodynamics says that a field is just a
group of virtual particles called “virtual photons,” as described in
Chapter 6.) For instance, if a charged particle were suddenly created, 
its field would not instantly appear everywhere. On the contrary, the
field would first appear in the immediate region surrounding the 
particle and then extend outward at the speed of light. For example,
light takes about eight minutes to travel from the sun to the Earth. If
the sun were to suddenly extinguish, we would not know until eight
minutes later. Similarly, as a particle moves, the surrounding field con-
tinually updates to its new position, but this information can propagate
only at the speed of light. Points in the space surrounding the particle
actually experience the field corresponding to where the particle was 
at a previous time. This delay is referred to as time retardation. It seems
reasonable to assume that even a charge moving at constant velocity
should cause the field lines to bend due to this time retardation.
However, Einstein’s theory of relatively states that velocity is a relative
measurement, not an absolute measurement. If the field lines are
straight in one inertial observer’s reference frame, they must be straight
in all other inertial observer’s reference frames. The discussion of rela-
tivity in Chapter 6 will clarify this situation. For now, you must take the
claim on faith.
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Figure 5.5 The plots show the electric field for a charge in
several different states of motion. Particle locations and field
lines at earlier times appear in gray.

(a) charge moving 
at constant velocity

(b) charge 
undergoing 
constant
acceleration

(c) charge
undergoing 
momentary
acceleration

(d) particle in 
back and forth 
acceleration



A Curious Kink

To understand why bent field lines of a charge correspond to radiated
energy, consider a charged particle that starts at rest and is “kicked” into
motion by an impulsive force. When the particle is accelerated, a kink
appears in the field immediately surrounding the particle. This kink
propagates away from the charge, updating the rest of the field that 
has lagged behind, as shown in Figure 5.5C. Part of the energy expended
by the driving force is expended to propagate the kink in the field.
Therefore, the kink carries with it energy that is electromagnetic radia-
tion. Fourier analysis shows that since the kink is a transient, it will
consist of a superposition of many frequencies. Therefore, a charge accel-
erated in this manner will radiate energy at many simultaneous 
frequencies.

Keep in mind here that I am discussing the field of an individual
charge. I don’t mean to imply that bent field lines always imply radia-
tion. Figure 5.4B shows a simple example of two charges producing bent
field lines. No radiation occurs in this static setup. It is the acceleration
that produces the radiation.

X-RAY MACHINES

A charge that is decelerated will also radiate energy because deceleration
requires a force and corresponding energy. For example, when a moving
charge is brought to a halt, the charge will radiate at many simulta-
neous frequencies as described by Fourier analysis. If a high-speed charge
is abruptly decelerated, perhaps by a collision with a much heavier
object, a large amount of energy will be radiated. The X-rays of medical
diagnostic equipment are produced in this very manner. Electrons are
brought up to high speeds by placing them in a very large electric field.
The high-speed electrons are aimed at a massive metallic target, where
they are abruptly stopped and absorbed. During the violent collision,
high-energy photons are radiated. Most of these photons are in the 
X-ray band.

THE UNIVERSAL ORIGIN OF RADIATION

Radiation from charges can also be analyzed from a kinetic energy 
perspective. Newton’s second law states that a force is needed to accele-
rate a particle. The force transfers energy to the particle, thus increas-
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ing its kinetic energy. The same analysis holds true for the particle’s 
field. Energy is required to accelerate the field. This energy propagates
outward as a wave (see Figure 5.6A), increasing the kinetic energy of 
the field.

All electromagnetic radiation, be it RF radiation, thermal radiation, or
optical radiation, is created this way—by changing the energy of electrons or
other charged particles. This general statement includes not only changes in
energy of free electrons due to acceleration/deceleration, but also the change
in energy of electrons bound in atoms due to change in orbitals (quantum
energy state changes).

The fact that the field requires a force and corresponding energy 
for it to be accelerated implies that the field has inertia or mass. I will
explore this topic in depth in Chapter 6.

THE FIELD OF AN OSCILLATING CHARGE

A charge moving in a circle experiences sinusoidal acceleration. In fact,
sinusoidal acceleration will occur for a charge moving in any oscillatory
manner. In this case, the “kinks” in the field will be continuously
varying and sinusoidal and the electromagnetic radiation will occur only
at the frequency of oscillation. As shown in Figure 5.6B, an oscillating
charge produces a rippling of waves that propagate outward, in some
ways similar to the water waves produced by tossing a rock into a pool
of water.

Another analogy will help illustrate the creation of waves from a
charge. Imagine a ball with long flexible spikes or rods sticking out from
its surface, like a porcupine. Here, the spikes represent the electric field
lines. When the ball is still, the rods stick straight out. Furthermore,
when the ball is in uniform straight-line motion, the rods will also stick
straight out (assuming that you ignore the effects of air friction or that
the ball is moving in a vacuum). However, if you shake the ball back
and forth, a sinusoidal wave will propagate outward along the flexible
rods, like a wave along a rope. (Figure 5.5D helps to illustrate this
concept.)

THE FIELD OF A DIRECT CURRENT

If a constant voltage is connected across a length of wire, the voltage
will cause a proportional current governed by Ohm’s law (I = V/R). The
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Figure 5.6 These two sequences show the electric field of
accelerated charges. A) A charge starts at rest and is
accelerated by a short impulsive force. B) A charge starts at rest
and is sinusoidally accelerated along the horizontal axis.



DC current traveling in a wire consists of the migration of electrons.
Although the path of each individual electron is quite random and
complex, the average movement of the electrons, considered as a group,
produces a constant drift of charge. Therefore, at a macroscopic level we
can use an equivalent model that consists of fictitious charges traveling
at a constant velocity, ignoring the specifics of each electron. Radiation
will not occur, because the effective charge is traveling at a constant
velocity and experiences no acceleration. Figure 5.7 illustrates the field
of a DC current.

The randomness of the electron movement is caused by collisions at
the atomic level. These fluctuations show up as noise in the circuit.
These noisy variations of the individual electrons do in fact cause radia-
tion, but due to the violent nature of the electron collisions, most of
the radiation energy occurs in the infrared region, and is commonly
known as heat radiation. As the current is increased, more collisions
occur, resulting in a hotter wire and more heat radiation. Some of this
radiation is propagated at lower energies, in the microwave and radio
bands. The radio wave radiation shows up as white noise when received
by an antenna because of its random nature. For example, when you
tune your radio to a frequency where no broadcast is present, all you
hear is the noisy waves of thermal radiation.
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Figure 5.7 Electric field surrounding a wire carrying a DC
current. Shades of gray denote the relative voltage levels
inside the wire. Arrows denote the current.
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THE FIELD OF AN ALTERNATING CURRENT

If we allow the voltage source across a wire to slowly oscillate in time
at frequency, fo, the accompanying electric field will take the same form
as that of the DC charge, except that the magnitude will vary between
positive and negative values (see Figure 5.8).

Relating frequency to wavelength by l = c/f, we define “slow oscilla-
tion” as any frequency whose corresponding wavelength is much greater
than the length of the wire. This condition is often called quasi-static.
In this case, the current in the wire will vary sinusoidally, and the effec-
tive charge will experience a sinusoidal acceleration. Consequently, the
oscillating charge will radiate electromagnetic energy at frequency, fo.
The power (energy per time) radiated is proportional to the magnitude
of current squared and the length of the wire squared, because both
parameters increase the amount of moving charge. The radiation power
is also proportional to the frequency squared since the charge experi-
ences a greater acceleration at higher frequencies. (Imagine yourself on
a spinning ride at an amusement park. The faster it spins, the greater
the acceleration you and your lunch feel.)

Expressed algebraically:
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Figure 5.8 Electric field surrounding a wire carrying a
slowly varying AC current. A) Electric field at time t = 0.
B) Electric field at time t = T/2, a half-cycle later.



This expression shows clearly why RF signals radiate more readily than
signals at lower frequencies such as those in the audio range. In other
words, a given circuit will radiate more at higher frequencies. Because
wavelength is inversely proportional to frequency (l = c/f ), an equiva-
lent expression is

Hence, at a given source voltage and frequency, the radiated power 
is proportional to the length of the wire squared. In other words, the
longer you make an antenna, the more it will radiate.

Up until now we have considered only slowly oscillating fields. When
the frequency of the voltage source is increased such that the wave-
length approaches the length of the wire or greater, the quasi-static
picture no longer holds true. As shown in Figure 5.9, the current is 
no longer equal throughout the length of wire. In fact, the current is
pointing in different directions at different locations. These opposing

 Radiated power current electrical length~ ( ) ¥ ( )

 Radiated power current length frequency~ ¥ ¥
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Figure 5.9 Electric field surrounding a wire carrying a
rapidly varying AC current. A) Electric field at time t = 0.
B) Electric field at time t = T/2, a half-cycle later.



currents cause destructive interference just as water waves colliding 
from opposite directions tend to cancel each other out. The result is that
the radiation is no longer directly proportional to the wire or antenna
length squared.

Figure 5.10 shows a plot of radiated power as a function of antenna
length. When the antenna is much smaller than a wavelength, the radi-
ated power is proportional to the length squared. However, for wire
lengths near or above the wavelength, the radiated power relates as a
slowly increasing and oscillating function. This “diminishing returns”
of the radiation power versus wire length is one of the reasons that l/2
is usually chosen as the length for a dipole antenna (l/4 for a mono-
pole). The other reasons being that at l = l/2, the electrical impedance
of the antenna is purely real (electrically resonant), and the radiation
pattern is simple (single lobed) and broad.
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Figure 5.10 The root-mean-square radiation power versus
electrical length for a dipole antenna driven by 1 ampRMS of
current. The radiation resistance follows the same curve. At one-
half wavelength the resistance is 73 ohms.



NEAR AND FAR FIELD

As mentioned earlier, an AC circuit will have a reactive field and a radi-
ating field. The reactive field of an AC source circuit or system is often
referred to as the near field because it is concentrated near the source.
Similarly, the radiating field is referred to as the far field because its
effects extend far from the source. Let’s examine why.

The power density of an electromagnetic field at a distance, r, from
the source can be represented by a series in 1/r,

Now, imagine a sphere with radius r centered at the source. The total
power passing through the surface of the sphere can be calculated by
multiplying the power density by the surface area of the sphere,

Examining this formula, you can see that the first term is purely a con-
stant. For this term, no matter what size you make the sphere, the same
amount of power is flowing through it. This result is just a mathemati-
cal way of showing that power is carried away from the source. There-
fore, the first term is due solely to the radiated field. Another thing to
notice is that as r gets very large all the other terms will become negli-
gible, leaving only the radiated term. For this reason the radiated field
is often called the far field. Conversely, at very close distances (small
values of r), the nonconstant terms will become much larger and the
constant radiating term will become negligible. These nonconstant
terms taken together represent the power in the reactive field, and since
it dominates at close distances it is called the near field.

For a dipole antenna, the near-field and far-field boundary is gener-
ally considered to be about l/(2p). Furthermore, the reactive field typi-
cally becomes negligible at distances of 3l to 10l for a dipole. It is
interesting to compute the boundary at different frequencies. At 60Hz,
the boundary is 833km. Therefore, almost all cases of 60Hz interference
occur in the near (reactive) field. At 100MHz, the boundary is 1/2 meter,
making this frequency useful for radio communication. At 5 ¥ 1014 Hz
(optical waves), the boundary is 0.1mm, explaining why optical sources
such as light bulbs always appear as radiating sources and never as 
reactive sources.

The near field and far field have other characteristics. The shape of
the near field is very closely related to the structure of the source,

 Total power leaving sphere P r P C C r C rd= = ( ) = + +( )4 42
1 2 3

2p p ...

 Field power density P C r C r C rd= = + + +1
2

2
3

3
4 ...
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whereas the far field becomes independent of the source, taking the form
of spherical waves. At very large distances, the far field takes the form
of traveling plane waves. The specific requirement for the plane wave
approximation is r > 2(ds + dr)2/l, where ds is the size of the source
antenna, dr is the size of the receiving antenna, and r is the distance
between the antennas. The wave impedance (ratio of electric to mag-
netic field magnitude) of the near field is also a function of the source
circuit, whereas in the far field the wave impedance is dependent only
on the medium (h @ 377W in free space). Figure 5.11 graphs the wave
impedance as a function of distance.
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Figure 5.11 Compare the wave impedance as a function of
distance given for a loop antenna (as in Figure 5.3A) and a
dipole (as in Figure 5.3B). In the near field, the loop antenna
field energy is mostly magnetic but the dipole antenna field
energy is mostly electric. In the far field, the energy
partitioning is the same for both antenna types.



The field characteristics are summarized in the following table.

Near (Reactive) Field Far (Radiated) Field

Carrier of Virtual photon Photon
Force

Energy Stores energy. Can transfer Propagates (radiates) energy.
energy via inductive or 
capacitive coupling.

Longevity Extinguishes when source power Propagates until absorbed.
is turned off.

Interaction Act of measuring field or receiving Act of measuring field or receiving
power from field causes changes power from field has no effect 
in voltages/currents in source on source.
circuit.

Shape of Completely dependent on source Spherical waves. At very long
Field circuit. distances, field takes shape of

plane waves.

Wave Depends on source circuit and Depends solely on propagation
impedance medium. medium (h = 120p @ 377W in

free space).

Guiding Energy can be transported Energy can be transported and
and guided using a guided using a wave guide.
transmission line.

THE FRAUNHOFER AND FRESNEL ZONES

To be even more precise, each electromagnetic field can be divided 
into four zones: the near zone, the intermediate zone, the far zone, and
the plane-wave zone. The near zone is the portion of the field close 
to the source. It is defined as the region where stored energy is much
greater than any radiating energy. The far zone is the region where: 1)
the stored field energy is much less than the radiating energy, 2) the
wave impedance is approximately ho = 120p, and 3) the electric and mag-
netic fields are perpendicular to one another. The intermediate zone is
the region between the near and far zones. The plane-wave zone is the
region in the far zone where the radiation can be approximated as plane
waves. This last zone is different from the others because its definition
depends on the size of the receiving antenna. Just as a basketball’s
surface appears curved to a human but relatively flat to a tiny micro-
organism on the surface, and the Earth’s surface appears flat to a walking
human, the apparent flatness of a curved wavefront depends on the 
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relative size of the observer. In optics, the plane-wave zone is called the
Fraunhofer zone, and the combination of the three other zones is called
the Fresnel zone.

PARTING WORDS

In summary, stationary charges and charges moving with constant
velocity produce storage fields (reactive fields); accelerated charges
produce radiating fields in addition to the reactive field. DC sources
cause a constant drift of charges and hence produce reactive fields. AC
sources cause the acceleration of charges and produce both reactive and
radiating fields. Radiating fields carry energy away from the source
regardless of whether there is a receiving circuit or antenna. In the
absence of another circuit, reactive fields store energy capacitively
and/or inductively. In the presence of another circuit, reactive fields can
transfer energy through inductive or capacitive coupling. In general,
radiation increases with frequency and antenna length. Similarly, radia-
tion (as well as transmission line effects) is usually negligible when 
wires are much shorter than a wavelength. The reactive field is also
referred to as the near field, and its characteristics are very dependent
on the source circuit. The radiating field is referred to as the far field,
and many of its characteristics, such as wave impedance, are indepen-
dent of the source.

Finally, I indirectly compared a 60Hz transmission line to an antenna.
In reality, a uniform transmission line is typically a poor radiator at any
frequency because of its geometry. For example, the wires of a two-wire
transmission line have opposite currents and charge. Hence, at far dis-
tances the fields of each wire tend to cancel each other. Thus, even the
power grid transmission lines that span hundreds of miles in the south-
west United States do not radiate much energy. By using uniform trans-
mission lines, the power companies lose hardly any power to radiation
even when the lines are electrically long.
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6 RELATIVITY AND 
QUANTUM PHYSICS

Relativity and quantum physics may seem out of place in a book on
electromagnetics, but each is crucial to the foundations of how electro-
magnetic fields operate. To a large extent this chapter is an excursion
from what is meant to be a practical handbook, but I think the topic is
too interesting not to cover. Both relativity and quantum physics are
quite fascinating and each will give you a whole new perspective on
electromagnetics. Unbeknownst to many people, relativity is at work
behind the scenes of many electromagnetic phenomena. Quantum
physics may not be necessary for most applications, but it is crucial for
understanding lasers, the basis of fiber optics. The photon is known by
every technical person as a packet of light energy. What may not be
known is that all electromagnetic energy consists of photons. Photons
are exclusively the realm of quantum physics.

RELATIVITY AND MAXWELL’S EQUATIONS

You may be wondering how electromagnetics changes when special rela-
tivity is included. Or to put the question in historical context: How 
were Maxwell’s equations modified to conform to Einstein’s relativity?
It is well known that Newton’s basic tenets of physics and the concept
of space and time developed mainly by Galileo and Newton had to be
radically changed to accommodate relativity. You may be surprised to
learn that there were no changes made to Maxwell’s equations!* In fact,
special relativity follows directly from Maxwell’s equations.

I will now return to the story of Maxwell’s equations and the aether.
Maxwell’s equations predict that electromagnetic waves exist and that
their speed is ~3 ¥ 108 m/s, the speed of light. However, the equations
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*Note that Maxwell’s equations must be used in conjunction with the laws of relatavis-
tic mechanics, as opposed to Newtonian mechanics, to be in accord with special 
relativity. Thus, change density and current density must be multiplied by the
relatavistic stretch factor, g.



do not state what this speed is relative to. For example, when a car
driving down the highway turns on its lights, the light travels away at
the speed of light, relative to the car. The same is true for the radio waves
sent out by a cellphone in the car. Assume the car is traveling at 60 miles
per hour. Ordinary experience tells us that if you are standing still on
the side of the highway, you would measure the speed of both the light
waves from the headlights and the radio waves from the cellphone to
be the speed of light plus 60 miles per hour. Maxwell’s equations,
however, state that the speed of radio waves and light waves is always
the same under any measurement. How could the driver and you
measure the speed of the light from the headlights to be the same? This
question bothered the physicists of the late 19th century and early 20th
century. Most physicists believed for this reason that Maxwell’s equa-
tions were flawed and needed to be modified to match the prevailing
view of space and time.

Einstein was an imaginitive thinker. He said that Maxwell’s equations
are correct as they were first written, and that it was Newton’s laws of
physics and the Newton-Galileo laws of space and time that needed to
be modified. Obviously Einstein made a bold statement.* He also had
the physics to back up his statement. It took decades, but Einstein’s
theory of relativity gradually gained full acceptance of the scientific
community after countless experiments proved him to be correct. At 
this point in the 21st century, I think it is safe to say that Einstein was
correct and perhaps his theory should now be called the law of relativ-
ity. Close to 100 years of scrutiny and experimentation have passed
without a single failure. Of course, general relativity isn’t the end of
physics. Most notably, relativity and quantum physics have yet to be
merged. There has been hope in recent years that string theory will
provide the unified theory of physics, commonly called the Theory of
Everything.

I cannot in one chapter teach the entirety of relativity, but I can high-
light the most important aspects of relativity and mention the relation
of relativity to electromagnetics. The basic premise behind Einstein’s
work is that we should be able to write the laws of physics such that
any event or phenomenon can be described by the same laws, regard-
less of who does the measurement. In other words, there should be a
universal set of laws to describe observations, regardless of whether the
observer is stationary, moving at a constant speed, or accelerating. More-
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*In this abreviated history of relativity, I leave out the contributions of Michelson 
and Morley, Poincaré, Lorentz, and FitzGerald. Refer to the books by Blatt (1989),
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over, there must be a set of equations to translate measurements from
one reference frame to another. When Einstein first introduced his
theory in 1905, he covered the topics of stationary and constant speed
observers. This subset of relativity is called special relativity. Later, in
1916, Einstein introduced his theory of general relativity, which not only
provided the framework for any type of motion, including acceleration,
but also provided a new theory of gravity. Gravity is not like other forces.
Gravity manifests itself as the curvature (warping) of space-time. Mass
causes space-time to curve, and the curvature of space-time determines
how other masses move.

For the understanding of electromagnetics, special relativity is all that
is really needed. The entirety of special relativity can be summarized in
two simple statements:

• Light travels at the same speed when measured by any observer.
• The laws of physics are the same in every inertial (gravitational and

acceleration free) reference frame.

From these two simple statements, all of special relativity can be
derived. The first statement is a consequence of Maxwell’s equations, so
in some sense it is really only the second equation that defines special
relativity. A reference frame is the coordinate system (including the three
dimensions of space and one dimension of time) of the observer who is
performing the measurement. The term inertial basically means that the
observer is not being accelerated. Accelerated motion is very different
from uniform motion. Newton’s first law states that a body in uniform
motion will continue in uniform motion unless a force acts upon it.
Newton’s second law states that the mass of an object times the accel-
eration of the object is equal to the net force acting on the object. The
force provides the energy to change the object’s velocity. You learned
the electromagnetic consequence of Newton’s laws in Chapter 5. Elec-
tromagnetic radiation can be produced only if there is a force acting on
a charge. This force provides the energy of the radiation. If I were to
hold a charged ball in my hand and wave it back and forth, it would
radiate energy at the frequency at which I wave it. I provide the energy
that is radiated away. In other words, I must burn calories to move my
arm, some more calories to move the ball, and even more calories to
move the ball’s electric field. Hence, the electric field itself has inertia
or mass, just as the ball has mass.

There are further differences between uniform straight-line motion
(inertial motion) and accelerated motion (noninertial motion). If 
you are sealed inside a windowless compartment and are traveling in
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uniform motion, there is no way for you to determine how fast you 
are going or whether you are moving or not. Uniform straight-line
motion is completely relative. For instance, if you are traveling in
uniform motion in a car or plane, the laws of physics are no different.
You don’t feel any different when you are in a plane traveling several
hundred miles an hour. If you drop a ball, it falls straight down in your
frame of reference. On the other hand, if the plane is accelerating, 
you can feel it. The movement of liquid in your inner ear is the main
source for determining acceleration. Furthermore, if you drop a ball in
an accelerating airplane or car, it doesn’t travel straight down. It curves
toward the back of the vehicle as it falls because once it leaves your 
hand it is no longer accelerating, whereas you and the vehicle still are
accelerating.

The Speed of Light Is Always the Same, or “c + v = c”

Let’s return to the story of the moving car on the highway. If the speed
of the light waves and of the radio waves is the same for both the driver
and you, something must account for this strange result. Mathemati-
cally we can express the speed of light as

Indeed, for the light to be the same speed for all inertial observers, each
must have a different reference of space and time. For the driver, the
light travels away at a speed of c @ 3 ¥ 108 m/s = 300,000km/s. There-
fore when one second elapses on the driver’s watch, the light travels
300,000km as measured by his meterstick. To make the mathematics
simpler and the result more obvious, assume that the car is traveling at
100,000km/s. Assuming that you do not know Einstein’s relativity, you
assume that the light’s velocity will be the sum of the car velocity plus
the speed at which the light left the car. This assumption seems rea-
sonable. For example, if your friend is riding a bike at 10 miles/hour and
throws a ball at 20 miles/hour, you (standing still) will measure the ball
to move at 30 miles/hour. Thus, you predict that the light will have a
velocity

To test this hypothesis, you measure how far the light travels in one
second. Your (incorrect) calculation shows that in one second the light
should travel 400,000km. To your amazement, the measurements show

 300 000 100 000 400 000, , , .km s km s km s+ =

 c x t= = =velocity of light distance time D D
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that the light has traveled only 300,000km. This result implies that
speeds do not add in the direct manner that you are probably accus-
tomed to. The correct formula for adding the speed of two objects is:

where the approximation on the right-hand side is only valid when both
of the velocities are much less than the speed of light. I leave it to you to
verify that if either velocity, v1 or v2, is equal to c, then the total velocity
is also c. It may occur to you that the light emitted from the car’s head-
lights should have more energy than light emitted from a stationary
object. Even though the velocity is the same, the light emitted from the
moving car does have more energy because its frequency is greater. This
effect is the Doppler effect of light waves. The Doppler frequency shift of
microwaves is used by police to measure the speed of passing cars.

Proper Length and Proper Time

So far, I have assumed that each observer (the driver and you) makes
measurements using his/her own meterstick and stopwatch for distance
and time measurements. I also assumed that the metersticks are exactly
the same length when both are at rest and placed side by side. Physi-
cists say that the proper length of each meterstick is exactly 1 meter.
The term proper length is used to describe the length of an object when
measured in the same reference frame as the object. In other words, the
measurement is made with the observer and object at rest, relative to
one another.

Furthermore, the stopwatches are synchronized and record time at
the same rate when both are at rest. The term proper time is used to
describe time measured by a clock traveling with the observer.

SPACE AND TIME ARE RELATIVE

To explain the constancy of the speed of light, relativity requires 
that space and time are different for observers who are moving relative
to each other. There are three space-time effects of relativity: time dila-
tion, time desynchronization, and length contraction. Figure 6.1 illus-
trates space and time as observed by you and how the space-time of the
car driver maps into your space-time. For simplicity, only one spatial
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dimension is shown. The driver’s space and time axes are tilted inward
and stretched by the factor
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Figure 6.1 Space-time map. Axes of the reference observer
(you) are shown in black. Axes of the other observer (driver)
are shown in gray. The driver’s time axis has a slope, v/c. The
driver’s distance axis has a slope c/v. Both of the driver’s axes 

are also stretched by a factor . Event A occurs at t = 5

sec, x = 5 light-secs, in your frame and at t¢ = 3.5sec, x¢ = 3.5
light-secs, in the driver’s frame. Event B occurs at t = 7.1sec, x =
7.1 light-secs, in your frame and at t¢ = 5sec, x¢ = 5 light-secs, in
the driver’s frame.
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The variable g is called the stretch factor. Its value is

where v is the velocity of the car with respect to you. When referring to
the figures, assume that the car moves in the positive x direction. Notice
that the x-axis is displayed in units of light-seconds (x/c), which is the
distance that light travels in one second. The Lorentz transformation
can be used to convert events from the driver’s frame to your reference
frame:

The Expansion of Time

Time changes for moving objects and observers. Time proceeds at a
faster rate for you as compared to the driver. The formula for time dila-
tion is dt = g ¥ dt, where dt is the rate of the time for you, dt is the rate
of time for the driver, and g is the stretch factor. If the car is traveling
at one-third the speed of light, your time proceeds at a rate that is dt/dt
@ 1.061 times faster than the driver’s. Keep in mind that neither of you
feels any different, the difference in time is relative to each of you. Figure
6.2 illustrates this effect.

Simultaneity Is Relative

The loss of time synchronization is the strangest of the three space-time
effects. Events that are simultaneous in one reference frame will not be
simultaneous in a moving reference frame, and vice versa. For instance,
suppose the car driver simultaneously turns on two lights. One light is
at the front, and the other light is at the back of the car. In this situa-
tion, you do not observe the lights turning on simultaneously. You, in
fact, observe the rear light turning on first and then Dt = g ¥ L ¥ v/c2

seconds later, the front light turns on. Figure 6.3 illustrates how this
effect happens.
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Lorentz Contraction of Length

Relativity states that your meterstick and the driver’s meterstick appear
to be of different lengths. Distance contracts in the direction of travel.
The contraction of distances is known as Lorentz-FitzGerald contraction,
named after the two scientists who independently derived the formulas
using Maxwell’s equations in the late 1800s. The contracted length of a
moving object is

 
¢ =L

L
g
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Figure 6.2 Time Dilation. Seven seconds in the drivers space-
time corresponds to 7.42 seconds in your space-time.
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where L is proper length of the car, L¢ is the length as you measure it,
and g is the stretch factor. Therefore, if the proper length of the car is 
6 light-seconds, and the car is traveling at one-third the speed of 
light, then the length of the car measured by you is L¢ @ 6/1.061 @ 5.66
light-seconds. At first it may seem that the length should expand rather
than contract, in the same way that time expands. However, due to the
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Figure 6.3 Loss of time synchronization. Two events, a light
flash at x¢ = 2 light-sec and a light flash at x¢ = 8 light-sec, take
place simultaneously in the driver’s reference frame. In your
reference frame, the flashes take place at separate times. The
flash at the back of the car occurs about 2.1 seconds earlier
than the other flash.



desynchronization of time, the length of the car actually contracts. Let’s
say you measure the car by taking a photo of it using a flash camera.
You can then calculate the length of the car from the photo, assuming
that you know the details of the camera lens. You take the photo as the
car zooms by, and from your reference frame, the light of the flash bulb
hits the car simultaneously. However, due to the desynchronization of
time, the driver sees the flash hit his car first in the front, and then the
flash sweeps across the car. Therefore, by the time the light flash reaches
the back of the car, it has moved forward a considerable amount. You
measure a shorter car because you are really measuring the back end of
the car at a time later than you measured the front of the car! Figure 6.4
illustrates this effect graphically. Figure 6.5 shows how light travels at
the same speed in both reference frames.

SPACE AND TIME BECOME SPACE-TIME

As I have just shown, in relativity, space and time are not independent
entities. On the contrary, space and time are intimately connected. 
The three dimensions of space and the one dimension of time form a
four-dimensional geometry, called Minkowski geometry, named after
Hermann Minkowski, who derived the formal mathematics in 1908. At
the core of his work is his equation for calculating distances in relativ-
ity. The so-called metric equation is

where Ds is called the space-time interval, Dt is the time difference
between the events, and [Dx,Dy,Dz] is the distance between two observed
events. Notice that the spatial portion of this formula is just the
Pythagorean theorem for determining distance in three dimensions. The
beauty of this equation is that it holds true for any observers of any two
events. In other words, the distances and times may be different for 
two observers, but the space-time interval, Ds, is always the same. Many
quantities are relative, but not everything is relative.

THE COSMIC SPEED LIMIT AND PROPER VELOCITY

Another consequence of special relativity is that nothing can move
faster than the speed of light. Any object with a non-zero rest mass
requires infinite energy to reach the speed of light. Furthermore, rela-

D D D D Ds c t x y z2 2 2 2 2= ◊( ) - + +[ ]
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tivity implies that allowing objects to travel faster than the speed of light
would also allow objects to travel backward in time.

Consider an astronaut who wants to travel to another star that is 10
light years away. (A light year is the distance that light travels in one
year.) No matter how fast the astronaut travels, he cannot get there faster
than light. The astronaut’s trip must last more than 10 years as mea-
sured by an observer on Earth. An alien observer at the distant star is at
rest relative to Earth. Therefore, the alien and the earthling observers
have equivalent reference frames of space-time. On his trip, the astro-
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Figure 6.4 Lorentz contraction. You measure the moving car at
time t = 6secs by taking a photograph. In the driver’s frame, the
parts of the car are photographed at different points in time.
The front of the car is photographed at t¢ = 2.8sec and the back
of the car is photographed at t¢ = 4.9sec. The rest of the car is
photographed at intermediate times. This effect causes the car
to appear shorter in your frame.
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naut averages a speed that is 99% the speed of light. On the at-rest
observer’s watch, his trip lasts t = (10 light years) / 0.99 ¥ c @ 10.1 years.
However, the astronaut’s clock accumulates less time than the clocks at
rest. To be exact, during the trip, he ages only t = t/g @ 1.42 years. He
has traveled 10 light years, but aged less than 2 years! In contrast the
earthling and the alien have both aged 10.1 years. From the astronaut’s
perspective he has traveled a velocity of 10 light years / 1.42 years @ 7c,
seven times the speed of light. This type of velocity is called proper veloc-
ity. Proper velocity is defined as proper distance divided by proper time.
It can also be calculated by the formula vproper = g ¥ v.

Keep in mind, even though his proper velocity was greater than the
speed of light, he could never win a race with a light beam. Light makes
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Figure 6.5 Space-time map. An object moving at the speed of
light has the same speed in both reference frames.
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the trip in exactly 10 years earth time. If you could attach a clock to a
photon, it would show that exactly zero seconds of proper time expired
during the trip. Time freezes at the speed of light. For that reason,
photons can be considered ageless. If you could take a trip at the speed
of light, you would arrive at your destination instantly, as if you tele-
ported. As your velocity approaches that of light, your proper velocity
approaches infinity. You now understand another reason why you can’t
travel faster than the speed of light. Your proper velocity would be
greater than infinity. To achieve this, time would need to run backwards
for you.

Twin Paradox

A famous riddle of relativity is that of the “twin paradox.” Assume that
the astronaut mentioned earlier is your twin brother. He makes the trip
to the distant star and then immediately turns back. Upon his arrival
you are 20 years older but he is only about 3 years older. If motion is
relative, why are you now of different ages? Doesn’t this point out a
contradiction in relativity? The answer is no. Uniform, straight-line
motion is relative, but not all motion is relative. Upon starting his trip,
your twin must have accelerated. He also must have experienced accel-
eration when he turned around at the distant star and when he slowed
down on arriving back at earth. During these periods of acceleration, a
force must have acted on the rocket and him. It is during these periods
of acceleration that his space-time reference frame changes relative to
yours. When he is coasting in uniform motion, the motion is relative,
but during acceleration, he feels his “stomach drop” while you feel
nothing. Accelerated motion is special and is not inherently relative. As
always, it is during acceleration that nature “balances her books.”

Space-Time, Momentum-Energy, and Other Four-Vectors

You already learned that space and time form a single four-dimensional
structure. Events in space-time can be described by a four-dimensional
quantity called a 4-vector: = [x,y,z,ct]. The length of a 4-vector is cal-
culated using the Minkowki metric, which you learned about earlier in
the chapter. Part of the beauty of relativity is that all the fundamental
quantities of physics are condensed using 4-vectors. For example, the
proper time derivative of 4-position gives proper 4-velocity:
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where g is the stretch factor. Multiplying 4-velocity by proper mass, mo,
produces 4-momentum:

Proper mass is also known as rest mass. Relativistic mass is defined as 
m = gmo. When you travel at high speed, your relativistic mass increases,
but your proper mass, the mass that you feel in your reference frame,
always stays the same. Substituting relativistic mass and multiplying 
by c, the fourth component of the four momentum becomes: mc2,
Einstein’s famous equation for energy. Therefore, 4-momentum is often
called the momentum-energy vector. The derivative of 4-momentum
produces the 4-force, whose 4th component, when multiplied by c, gives
the relativistic power. The laws of physics are dramatically condensed
with relativity.

ELECTRIC FIELD AND MAGNETIC FIELD BECOME THE
ELECTROMAGNETIC FIELD

The 4-vector concept also allows us to condense the mathematics of 
electromagnetics, and reveals the true nature of the electromagnetic
field. By combining the magnetic vector potential with voltage into 
a four vector: = [Ax,Ay,Az,V/c], a single electromagnetic potential is
formed. Using this 4-potential, the electric and magnetic fields com-
bine to form a single electromagnetic field, which can be represented 
by a mathematical object called a tensor. In the mathematical system
called Clifford geometry, the electromagnetic field can be written simply
as F = E + icB, where . Within this mathematical system, Maxwell’s
equations condense to a single equation! (Refer to Baylis [1999].)

Even a Stationary Charge Has a Magnetic Field

A stationary charge has a magnetic field. This statement may seem to
be a contradiction to what you have already learned about magnetic
fields. Only moving charges produce magnetic fields, right? Let me
explain.

Imagine yourself sitting in a wagon rolling along at a steady, constant
speed. You have a charge in front of you. You measure it and it has an
electric field but no magnetic field. You say I am wrong. But then you
jump off the wagon, and you are on the ground. The charge is now
moving relative to you. You measure again and you find that it has both
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an electric and a magnetic field. Let’s say your friend Joe was standing
by the side the whole time and your friend Bill stays in the wagon the
whole time. For them nothing about the charge or its fields changed.
Joe always observes the magnetic field, and Bill never observes it. When
you were in the wagon you didn’t observe the magnetic field, and then
later you did. But nothing ever changed about the charge. The act of
you jumping off the wagon didn’t cause the charge to create a magnetic
field. The act of you jumping off did not change anything about the
charge, as witnessed by your two friends. The only way to reconcile this
dilemna is to admit that the charge always had the magnetic field. You
just couldn’t observe it from your original perspective. The electric and
magnetic fields are really different aspects of a single electromagnetic
field. Here’s an analogy. A three-dimensional cylinder looks like a two-
dimensional circle from the end perspective and it looks like a 
two-dimensional rectangle from the side perspective. Only from other
perspectives can you see the true three-dimensional nature. Similarly,
when you are observing a charge from a perspective that is at rest with
respect to the charge, the magnetic field is hidden.

Just as space and time are equal partners in the web of 4D space-time,
the electric and magnetic field are equal partners in the 4D electromag-
netic field. The voltage is analogous to time (1D), and the magnetic
vector potential to space (3D). Now you understand why Maxwell’s
equations are correct in terms of special relativity. This fable of the
charge and the wagon also explains why charges moving at constant
velocity do not radiate. If they did, you could cause the charge to radiate
by jumping off the wagon, but then your two friends would make con-
tradicting observations. Relativity works behind the scenes of many elec-
tromagnetic phenomena.

THE LIMITS OF MAXWELL’S EQUATIONS

Maxwell’s equations may have survived unscathed through the revolu-
tion of relativity, but the theory did not survive the discovery of
quantum physics. The developments of quantum physics have shown
that Maxwell’s equations are an approximation, albeit a very good one.
For many applications Maxwell’s equations suffice.

In addition to not being able to correctly predict the observations of
quantum phenomena such as thermal radiation and the operation of
the laser, there is one inherent inconsistency in Maxwell’s equations.
This inconsistency involves the self-force of a charge and still has no
known solution.
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When a charge is accelerated, it radiates energy. The radiated energy
comes from the force that causes the charge to move. For instance,
imagine you have a charged ball and you move it back and forth. You
must provide extra energy to move the field, which is observed as 
radiation. Because energy is required to move the field, the field has
inertia or mass associated with it. The field mass is in addition to the
mass of the particle itself (i.e., the mass that the particle would have
were it not charged). Furthermore, since you must provide a force to
move the field, the field must produce an equal but opposite force 
on you, as required by Newton’s third law. How does the field convey
this force? The field is a distributed entity. How can it produce an 
immediate and concentrated force on you, the source of the force? 
One way around this problem is to suppose that when the charge is
accelerated, it encounters its own retarded or delayed field. The inter-
action of the charge with its own field causes a force to act back upon
the charge and consequently a force acts upon you. This theory is 
in fact reasonable, but it causes other problems. Instead of talking 
about an arbitrary charge, consider an electron, the fundamental 
charge of nature. If the electron is assumed to be of finite, non-zero,
dimensions, then under acceleration different parts of the electron
would feel different amounts of force, and the electron would deform.
The internal structure of the electron becomes unstable unless another,
non-electromagnetic, force is invented to hold it together and to main-
tain its size and shape. To get around this problem, the electron can be
assumed to be a point particle with no size or dimension. However,
assuming that the electron is a point particle causes a slew of additional
difficulties such as infinite charge density and the existence of simple
problems that have either multiple solutions or no mathematical 
solution. The only known way out of this dilemma is through quantum
electrodynamics.

QUANTUM PHYSICS AND THE BIRTH OF THE PHOTON

In 1900, Max Planck presented his theory on the quantization of
thermal radiation energy levels. The prior “classical” theory of thermal
radiation suffered from the “ultraviolet catastrophe.” Simply stated, 
the ultraviolet castastrophe refers to the fact that the classical theory
predicts that an object will radiate the majority of its thermal energy 
at ultraviolet frequencies and higher, contradicting the experimental
fact that (save for objects of extreme temperature) thermal radiation
peaks in the infrared. Moreover, the classical theory predicts that the
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radiated energy goes to infinity at high frequencies. To resolve the 
ultraviolet catastrophe of the classical theory of thermal radiation,
Planck hypothesized that matter can only radiate heat energy in 
quantized packets of energy. Five years later, Einstein postulated that 
all electromagnetic radiation is quantized into particles now called
photons. The energy of each radiating quanta or photon is propor-
tional to its frequency: E = hf, where h @ 6.6 ¥ 10–34 joule-sec—Planck’s
constant. These two seemingly innocuous hypotheses opened the
Pandora’s box known as quantum physics. Science has never been 
the same since. Electromagnetic waves exhibit a so-called wave-particle
duality of light. In some aspects, electromagnetic radiation acts as a dis-
tributed wave of energy. In other aspects, radiation acts as a localized
particle.

Quantum Strangeness

“No one understands quantum physics.” This is not the quote of a frus-
trated college student. Rather, it is the quote of Nobel Prize–winning
physicist Richard Feynman. Feyman ironically won his Nobel Prize 
for his contributions to quantum theory. It was his work that led to a
workable theory of quantum electrodynamics (QED). He was not alone in 
his bewilderment. After the many strange consequences of quantum
physics became apparent, several of its founders, including Planck, 
Einstein, and Schroedinger, not only declared that quantum physics 
was not understood, they outright rejected the theory. Nonetheless,
quantum physics stands as one of the great achievements of science.
Much of modern science, including the periodic table, physical 
chemistry, nuclear physics, lasers, superconductors, and semiconductor
physics are based on quantum physics.

So why is quantum physics so strange? One example is the seemingly
inherent randomness. At the quantum level, physics can only predict
probabilities of possible outcomes. As an example, consider light
impinging on a semireflective mirror, a mirror that is only partly silvered
so that half of the light energy passes through and half of the light
energy is reflected. From the particle point of view, half of the particles
that make up the wave pass through and half are reflected. This state-
ment seems reasonable at first. But as the light source is gradually
reduced in amplitude, the number of photons is also reduced, until
eventually only one photon at a time impinges upon the mirror. Yet
even when a single photon hits the mirror, half of the time it passes
through and half of the time it is reflected. Quantum physics explains
this by saying that each photon has a random 50% probability of either
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reflection or transmission. There is no method to predict which way the
photon will travel. The photon acts as if a coin toss determines which
way it will travel.

Another example of quantum strangeness is that a particle can be in
two places at the same time. The famous double slit experiment exem-
plifies the so-called non-local nature of quantum particles. Light of a
single frequency is directed at two small, closely spaced slits in an oth-
erwise opaque screen. Behind the screen is placed a photographic plate.
After exposure, the plate shows a series of alternating light and dark
bands. The bands are explained by the wavelike nature of the light. The
light bands are regions of constructive interference and the dark bands
are regions of destructive interference. The interference is caused by the
fact that the two slits act as two sources of light waves that are slightly
out of phase with each other. When the light amplitude is reduced to
the single photon level, the photons map out the same pattern over
time. What is amazing is that if one of the holes is covered, the pattern
disappears. The pattern only appears when each photon travels through
both holes. This is an example of how a particle, which is localized
energy that exists in a single place, can also act as distributed wavelike
energy that exists in more than one place at once. The unknown process
by which a non-local wave turns into a localized particle is an example
of what is called “collapse of the wavefunction,” a topic that is still
widely debated today.

Particles Are also Waves

In 1924 Louis de Broglie proposed, in his doctoral thesis, that matter
also has a wave-particle duality. That is, all particles of matter also
exhibit wavelike properties. The wavelength of the wave is related to the
momentum of the particle, l = h/p. Three years later, G.P. Thompson,
whose father discovered the electron, showed experimentally that elec-
trons behaved as waves. It is now accepted that all matter exhibits 
wavelike properties. The wavelike property of matter has been shown
experimentally for atoms and molecules. For large everyday objects,
such as baseballs, the wavelike property is negligible. For example, a 
90mph fastball has a wavelength on the order of 10-35 m—much too
small to be noticeable.

In 1926 Erwin Schroedinger invented a system of mathematics to
describe the physics of matter waves. His theory is based on several ad
hoc postulates, which provide the basis for his wave mechanics. At first,
scientists were unsure how to interpret the waves that are solutions to
Schroedinger’s equation. The Born interpretation, named after Max
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Born, states that the square magnitude of the waves determines the
probability of finding the particle at that location.

The Uncertainty Principle

The basis for quantum physics is that all electromagnetic energy is 
transferred in integer quantities of a fundamental unit, Planck’s con-
stant. Mathematically we can state this as E = hf, where E is energy, h is
Planck’s constant, and f is the frequency of the photon. To Einstein’s
dismay, it was this quantum theory that led directly to the Heisenberg
Uncertainty Principle. In 1927, Werner Heisenberg published a paper
stating quantized energy implies that all measurements have inherent
uncertainty. Einstein expressed his dislike of this uncertainty as, “God
does not throw dice,” but was never able to disprove it. Specifically, the
Heisenberg Uncertainty Principle states that we can never know both
the exact position and momentum of any particle. Mathematically, the
bounds on the error of our knowledge of position (Dx) and momentum
(Dpx) are related as

The uncertainty principle is not a limit set by the accuracy of our mea-
suring equipment. It is a fundamental property of nature. This concept
is straightforward to explain. To make a measurement of a particle, you
must interact with it. Think about looking at small objects through a
microscope. To be able to see what you’re looking at, you shine a light
source (or electron beam, etc.) on the object. While this may not have
much consequence when measuring large objects like a baseball, such a
simple task will drastically change the position and/or momentum of
tiny objects like electrons. The only way to get around this problem
would be if we could reduce the power of the light source to an infini-
tesimally small level. But Einstein’s quantum theory puts a limit on how
small the energy can be for a given frequency, f. The light wave must
contain an integer multiple of energy, E = Nhf. To observe any object we
must transfer at least E = hf of energy, which will change the momen-
tum of the object being observed. You may think that to avoid this
problem, you could just decrease the frequency to a suitable level. In
fact, the uncertainty in momentum can be reduced to an arbitrarily
small value by reducing the frequency accordingly. However, the reso-
lution of the light source is also dependent on the frequency. To increase
the resolution, the frequency must be increased. In other words, you
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must increase the frequency of the light source to reduce the uncertainty
in position of the object. The situation is a “catch-22”. To decrease one
type of uncertainty, you must increase the other uncertainty. Perfect 
certainty is impossible in quantum physics. We are left with bizarre 
consequences that even Einstein didn’t foresee.

At about the same time that Schroedinger developed his wave
mechanics, Heisenberg and several others developed matrix mechanics.
This separate method for computing the results of quantum physics is
actually mathematically equivalent to Schroedinger’s wave mechanics.
Today Schroedinger’s wave mechanics and Heisenberg’s matrix mechan-
ics are known as quantum mechanics. A third mathematical formula-
tion, known as the path integral method, was invented by Feynman in
the 1940s.

THE QUANTUM VACUUM AND VIRTUAL PHOTONS

Now what about the energy in nonradiating electromagnetic fields, that
is, the static field and the near field? Quantum physics states that any
energy must consist of individual packets or quanta, but this implies
that even the static field must consist of particles. In fact, the static field
does consist of particles—virtual photons. To explain virtual photons,
let’s step further into the strange world of quantum physics.

If we think about the uncertainty principle from another point of
view, it states that particles of small enough energy and short enough
life-spans can exist but can never be measured. Mathematically, this is
stated as

This allows for virtual particles to spontaneously appear and disappear
as long as the uncertainty principle is obeyed. The law of conservation
of energy can be violated during the fleeting existence of these virtual
particles. These ephemeral particles can never be directly measured or
observed, hence the term virtual particles. Any measurements or obser-
vations must obey the law of conservation of energy.

Now back to electromagnetic fields. The stored energy in an electro-
magnetic field allows for these virtual particles to be created and trans-
port energy. It is these particles that carry the electromagnetic force in
nonradiating fields. They have all the properties of the real photons that
make up radiating fields with the exceptions being that they are fleet-
ing in time and can never exist without their source being present.
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An electron in free space is a good example. It is surrounded by a
static electric field that stores energy. When there are no other charged
particles present, the virtual photons that constitute the field will appear
and disappear unnoticed, with no energy transferred. Now, if a second
charge is placed near the electron, the virtual photons of the electron
will transmit a force to this charge, and in a reciprocal manner the
virtual photons from the field of the charged particle will transmit a
force to the electron. This is the strange manner in which the electro-
magnetic force operates at the quantum level.

Quantum Physics, Special Relativity, and Antimatter

Roughly two years after Schroedinger invented wave mechanics, P.A.M.
Dirac devised a combination of wave mechanics and special relativity.
Dirac’s equation predicted two additional strange consequences of
quantum theory. First, any charged particle must exhibit angular
momentum (“spin”) and an associated magnetic field. Second, all
charged particles have corresponding antiparticles. An antiparticle is
identical to its corresponding particle except it has opposite charge.
When a particle is combined with its antiparticle, they annihilate each
other, producing photons with energy equivalent to E = mc2. Soon after
his prediction, the antiparticle of the electron, called a positron, was dis-
covered. The positron has the same mass and size of an electron but is
positively charged. Experiments also confirmed that particles and their
antiparticle annihilate each other, producing energy in the form of
photons. This experiment was important evidence for the validity of
Einstein’s relativistic energy equation and for the validity of quantum
theory.

Matter Fields + Electromagnetic Fields = QED

An even stranger consequence of Dirac’s equation was the prediction 
of matter fields. The existence of antimatter coupled with the uncer-
tainty principle implies that particle/antiparticle pairs can appear out of
the vacuum, similar to the virtual photons I described earlier in this
chapter. Any charged particle such as an electron has a field whose
energy is at all times surrounded by virtual electron/positron pairs,
which arise from the quantum vacuum for a fleeting moment and then
return to the vacuum. During their existence, however, they polarize.
The virtual positron moves toward the real electron and the virtual elec-
tron moves away from the real electron. The end result is that the virtual
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electron/positron pairs shield the bare charge of the real electron, like
the way charges polarize inside a conductor to reduce the E-field to zero.
The virtual pairs tend to concentrate in the region close to the electron
where the field is strongest and acts as an electrostatic shield. From a
distance, the observed electron charge is much less than the bare charge.
Moreover, any observations or interactions that occur very close to the
real electron will be inside this cloud of virtual pairs, interacting with a
larger value of charge. This cloud effect has been successful in predict-
ing the Lamb shift of the inner electron orbitals of hydrogen. The elec-
tron is close enough to the hydrogen nucleus that it interacts with more
of the bare charge from the nucleus than what is ordinarily considered
as its observed value.

To summarize, the quantum theory of electromagnetics, known as
quantum electrodynamics (QED), is based around the concepts of 
wave-particle duality and virtual particles in the quantum vacuum. 
The radiating field is a wave that consists of observable particles 
called photons. The nonradiating field consists of virtual photons which
arise from the vacuum. The electron is considered to be a point particle
with no dimension. Around the electron is a cloud of polarized elec-
tron/positron pairs. These virtual particle pairs have several effects. They
shield the bare charge, causing the observed charge to be smaller than
the bare charge of the electron. They also add mass to the electron
because they follow the electron. Finally, they cause the electron’s
charge to appear as a cloud rather than a point charge. This cloud is
condensed closely around the electron. As the cloud is penetrated, the
observed charge increases. The bare charge of the point electron con-
tains a negative infinite term. The electron itself also acts as a wave, in
addition to being a particle.

QED was not and is not without its problems. Maxwell’s equa-
tions predict an infinite mass if you assume that the electron is a 
point particle. This same problem occurs in QED. However, in the 1940s
Feynman, Tomonaga, and Schwinger each solved the problem inde-
pendently, for which they received the Nobel Prize in physics. To cancel
the infinite term of the electromagnetic mass, the bare mass is defined
to include a term that is equal but opposite in value to the electro-
magnetic mass. In other words, the bare mass contains a term that is
infinite and negative. The positive infinity from the electromagnetic
mass and the negative infinity from the bare mass cancel and the result
is the finite mass that is observed in experiments. The technique, called
renormalization, is not necessarily elegant but it works to incredible 
precision. QED is the most accurate physical theory that mankind has
produced.
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EXPLANATION OF THE MAGNETIC VECTOR POTENTIAL

In Chapter 3, I promised to give a conceptual meaning to the magnetic
vector potential. This explanation involves the electrons of a supercon-
ducting circuit. In a superconductor, the electrons can move freely
without colliding with the positive ions of the metal. Suppose that a 
DC current is applied to a superconducting wire. Without collisions, 
the electrons form a collective system that has a wave nature. In other
words, the wave nature of the electrons dominates over the particle
nature. Keep in mind that they form matter waves, not electromagnetic
waves. The electromagnetic field and the current that result are still DC
in nature. It is the location of the matter itself that forms a wave. In
such a system the total momentum of an electron can be expressed as

Here k is the wave vector of the electron matter wave, whose magnitude
is 2p/l, where l is the wavelength of the matter wave. Hence, the total
momentum is a quantum mechanical entity inversely proportional to
the wavelength of the matter wave. Moreover, this total momentum is
the sum of the electrodynamic momentum and the inertial momentum:

Thus, the magnetic vector potential represents a true momentum in
superconducting circuits. It is the electrodynamic momentum of the
electron and its field. Mead (2000) provides excellent coverage of this
topic.

THE FUTURE OF ELECTROMAGNETICS

Do we need something better than QED? The results of QED are 
based on a rather arbitrary process of subtracting infinities. The theory
is wonderfully accurate but is not self-consistent. It also implies that 
the vacuum of empty space is actually a seething sea of infinite virtual
particles. The foundation of QED is quantum mechanics, which is a
system full of paradoxes that seem to defy understanding. We are left
with a theory that works incredibly well, but cannot be understood 
conceptually. The traditional or Copenhagen interpretation of quan-
tum mechanics states that we cannot understand what any of these
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quantum mechanical objects really are, we can just make observations
and perform calculations. This interpretation was mainly developed and
promoted by Niels Bohr. Most of the controversy of quantum mechan-
ics revolves around how the wavefunction collapses; that is, how can
an object that is in a superposition of many states change into an observ-
able object that is always measured to be in a single state. Furthermore,
is the process by which this happens inherently random? The Copen-
hagen interpretation basically states that this is beyond human knowl-
edge—the question is unanswerable and irrelevant. Many alternative
interpretations have been proposed, including the interpretation that
consciousness is required (proposed by John von Neumann and Eugene
Wigner) and the interpretation that includes a world of infinitely many
universes (proposed by Hugh Everett III), as well as several others. In
recent years, the increasing ability to create a variety of systems that
exhibit quantum behavior has rekindled this area of research.

RELATIVITY, QUANTUM PHYSICS, AND BEYOND

Relativity and quantum physics were the major developments of physics
in the 20th century. Scientists have yet to completely marry the two 
theories. Specifically, no theory of quantum gravity exists. One of the
major goals for physicists in the 21st century is to develop a physical
theory that encompasses all the known forces of nature, a so-called
unified theory or theory of everything.

Relativity has repugnant assumptions but leads to a more simple and
symmetric physics when compared to classical theory. It is also free of
strange paradoxes, and can be understood conceptually. It was mainly
the product of a single man, Albert Einstein, presented as a self-
consistent theory.

In contrast, quantum physics started with a simple premise (electro-
magnetic wave energy is quantized), but has lead to horrible paradoxes.
A span of about 50 years and the work of many physicists were required
to develop the quantum theory of electrodynamics. Quantum physics
is a theory that has developed over time through a chain of historical
theoretical and experimental events.

A common connection between the two theories is that they both
developed from questions concerning electromagnetic radiation. Rela-
tivity developed from questions about the speed of light, and quantum
physics developed from questions about thermal radiation. Perhaps 
the theory that completely reconciles the two will be just as ground-
breaking as each theory was itself.
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7 THE HIDDEN SCHEMATIC

Typically, schematic diagrams show resistors, capacitors, inductors, and
wires as ideal components. In many cases, components can be consid-
ered as ideal. However, at high frequencies such approximations are
often no longer valid. The frequency-dependent departures from ideal-
ity are mainly due to parasitic capacitances and parasitic inductances.
Electromagnetic theory dictates that any two conductors will have a
capacitance between them and that any conductor used for carrying
current will have inductance. Parasitic capacitance and inductance
create reactive impedance that varies with frequency. For a capacitor,
the impedance is Zc = -j/2pfC. At DC, capacitive impedance is infinite—
an open circuit. Capacitive impedance decreases with frequency. For an
inductor, impedance is ZL = j2pf L. At DC, inductive impedance is zero—
a short circuit. Inductive impedance increases with frequency. These par-
asitic impedances cause real components to behave differently at high
frequencies. The parasitic impedances of components are present in
every real component but are typically not shown in their schematic
symbols, hence the phrase hidden schematic.

In addition to the frequency-dependent parasitic elements, there exist
other non-ideal characteristics of components. All conductors, includ-
ing wires and component leads, have a non-zero resistance. At times this
resistance must be accounted for in the design process. The characteris-
tics of all components also vary with temperature. Components made
from different materials will often display varying degrees of sensitivity
to temperature. Temperature dependence must be accounted for in any
real-world design. Finally, individual components will vary from the
nominal value. The amount by which a component can be expected to
vary from the nominal value is called tolerance.

THE NON-IDEAL RESISTOR

There are three common types of resistors: carbon resistors, wire-wound
resistors, and metal film resistors. Carbon resistors are inexpensive 
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components that can use the low conductivity of carbon to create resis-
tance. Wire-wound resistors are simply a very long wire, wound into a
tight form. Metal film resistors are thin films that create resistance due
to their small cross-sectional area. Wire-wound and metal film resistors
are available in tighter tolerances and lower temperature coefficients
than are carbon resistors. Low price is typically the only benefit of
carbon resistors. Another consideration for resistors is their power-
handling capability. If too much current is forced through a resistor, it
will become too hot and will burn up or experience other permanent
damage. Resistors are therefore given power ratings.

Real resistors also have frequency limitations. An equivalent circuit is
shown in Figure 7.1. The leads of a resistor create a capacitance that is
in parallel to the resistance. The leads of the resistor, and the resistive
material itself create a series inductance. Both parasitic effects limit the
frequency range of the resistor. For large resistances, the capacitance
dominates the high-frequency response, shunting out the resistance and
reducing the effective impedance of the resistor. Figure 7.2 shows the
frequency response of two resistors.

The resistance remains constant until a corner frequency, defined by
f = 1/(RC). The frequency performance of a resistor, therefore, is worse
for large resistances and for large parasitic capacitances. For this reason,
high-resistance resistors are not used at high frequencies. To improve
performance, the leads of a resistor can be shortened, reducing the par-
asitic capacitance. Surface-mount chip resistors, which are rectangular
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R
Llead Llead

Cp

Figure 7.1 The hidden schematic of a real-world resistor
includes lead inductance (Llead) and parasitic capacitance (Cp).
Most often (except in the case of very low resistance values) it is
the parasitic capacitance that limits the high-frequency
performance.



blocks of resistive material with metal ends, reduce capacitance greatly
because they do not have extended leads.

For small-valued resistors, the parasitic inductance dominates the
high-frequency response, increasing the effective impedance. Wire-
wound resistors have notoriously high inductance, and cannot be used
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Figure 7.2 Simulated frequency-dependent behavior of typical
axial (through-hole mount) resistors: A) R = 50kohm, Llead = 8nH,
Cp = 0.3pF; B) R = 5ohm, Llead = 8nH, Cp = 0.3pF.
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at high frequencies. Therefore, at high frequencies the very high- and
very low-valued resistors will change the most. It turns out that 50ohms,
the most common characteristic impedance for use at high frequencies,
serves as a good gauge for determining whether or not a resistor is very
high or very low. A general, but somewhat arbitrary, guideline to use for
selecting chip resistors is

where f is the frequency of operation in Hz and R is resistance in ohms.
Of course this is a rule of thumb and is not a substitute for measure-
ments or simulation.

THE NON-IDEAL CAPACITOR

An ideal capacitor has a reactive impedance of Zc = -j/(2pfC). All real
capacitors have several parasitic elements, as shown in Figure 7.3.

The leads of the capacitor have inductance and resistance. In addi-
tion, the dielectric material between the plates does not have infinite
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C

RDC

Rlead Rlead
Llead Llead

RAC

Figure 7.3 The hidden schematic of a real-world capacitor
includes lead inductance (Llead), lead resistance (Rlead), dielectric
leakage (RDC), and dielectric “frictional” loss (RAC). The
resistances are often combined and called Equivalent Series
Resistance (ESR). Dielectric losses (and hence ESR) are typically
frequency dependent.



resistance, although the actual DC or leakage resistance is typically quite
large. In addition to the DC resistance there is an AC loss, which can 
be represented as a resistance. The AC loss corresponds to microscopic
frictional loss, which arises from polarization of charge as the voltage
changes. This loss translates to heat and is very important to consider
when using capacitors for high-current applications such as power sup-
plies. If too much AC current passes through the capacitor, it will heat
up, limiting its useful lifetime. Manufacturers often specify this resis-
tance as ESR (Equivalent Series Resistance), which lumps all the resis-
tances together. Ceramic capacitors typically have low ESRs, but they
require too large a volume to be practical for large capacitance values.
Aluminum electrolytic and tantalum electrolytic capacitors are available
in large capacitance values but have higher ESRs. Of the two types, tan-
talum electrolytic capacitors have lower ESRs. Figure 7.4 shows the fre-
quency response of several capacitors.

For high-frequency design, the parasitic series inductance poses the
largest problem. The inductance creates a resonant frequency at fo =
1/ . Above this frequency, the impedance of the capacitor increases
with frequency; in other words, the component acts like an inductor
above the resonant point. There are two options to increase the reso-
nant frequency: 1) reduce the parasitic inductance or 2) use a smaller
value of capacitance. From the second statement, you can assume that
large values of capacitance are not useful at high frequencies.

Different dielectric materials also have different temperature depen-
dences. Ceramic materials have less temperature dependence than do
electrolytic capacitors. The last parameter to consider in choosing capac-
itors is the working voltage. Above the working voltage the dielectric
will be damaged. At high enough voltages the dielectric will break down
and short circuits will form between the plates.

THE NON-IDEAL INDUCTOR

In general, inductors are more problematic than capacitors. The circuit
model for a real inductor is shown in Figure 7.5. The parasitic ele-
ments are: 1) resistance within the leads and the wire of the inductor,
2) the capacitance between the leads and between the loops of wire, 
and 3) the equivalent resistance corresponding to core losses (if the
inductor uses a ferromagnetic core). The parasitic capacitance forms 
a resonant circuit with the inductance, with a resonant frequency at 

. Above this frequency, the impedance of the inductor
decreases with frequency; in other words, the component acts like a
f LCo = ( )1

LC( )
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capacitor above the resonant point. Again, there are two options to
increase the resonant frequency: 1) reduce the parasitic capacitance or
2) use a smaller value of inductance. Large values of inductance, thus,
are not practical at high frequencies.

If the inductor contains a ferromagnetic core, the core losses will 
also limit frequency response. The core losses arise from hysteresis 
losses and from eddy currents within the core. The situation is compli-
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Figure 7.4 A) Frequency response of a 0.1mF surface-
mount, size 0805 (0.08” ¥ 0.05”) capacitor (Llead = 0.73nH).
B) Frequency response of a 0.015mF surface-mount, size
0805 (0.08” ¥ 0.05”) capacitor (Llead = 0.88nH). Above the
self-resonant frequency (SRF) of ~40MHz, the device acts
like a 0.88nH inductor. C) Frequency response of a 0.001mF
surface-mount, size 0805 (0.08” ¥ 0.05”) capacitor (Llead =
0.77nH). Above the self-resonant frequency (SRF) of 
~200MHz, the device acts like a 0.77nH inductor. Plots
were created with muRata’s MCSIL software
(http://www.murata.com/).

(a)



(b)

(c)

Figure 7.4 Continued.



cated by the fact that hysteresis losses are nonlinear and that eddy
current losses increase with frequency. Figure 7.6 plots the frequency
response of two non-ideal inductors.

All real inductors are limited as to how much current they can carry.
This limitation stems from the resistance of the conductors that make
up the inductor and its leads. Inductors with ferromagnetic cores are
further limited in that the current must be kept below the saturation
level for the device to operate properly.

NON-IDEAL WIRES AND TRANSMISSION LINES

In circuit analysis, wires are usually considered to be ideal short cir-
cuits. All wires have resistance, which can be a problem at any fre-
quency if the wire gauge (or trace width in the case of printed circuit
traces) is not chosen properly. In addition, all wires have inductance. 
At low frequencies, the inductance can usually be ignored. At high fre-
quencies, the inductance greatly affects how the wires carry signals. 
Furthermore, all circuits use at least two wires to deliver the signal from
source to load. Typically one wire is designated for the source current
and the other is designated for the return current and is often grounded.
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Figure 7.5 Hidden schematic of a real-world inductor includes
lead resistance (Rlead), core loss (Rcore), and parasitic capacitance
(Cp) resulting from the leads and windings. Core losses are
typically frequency dependent.
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Figure 7.6 A) Frequency response of a ferrite-core, 100nH surface-
mount inductor (Cp = 1pF; RDC = 0.26ohm). Above about 80MHz, the
ESR increases dramatically due to ferrite losses in the core. The self-
resonant frequency occurs at about 500MHz. Above the self-
resonant frequency, the device acts like a ~1pF capacitor.

(a)

Like any two conductors, these two wires have a capacitance between
them. A simple circuit is shown in Figure 7.7, showing the parasitic ele-
ments of the wires.

To make the problem of parasitic inductance and capacitance man-
ageable at high frequencies, transmission lines are used. A transmission



line is a set of conductors with uniform spacing. Some examples are
coaxial cable (used for cable TV and lab instruments), twisted pair cable
(used for telephone lines and computer network cables), ribbon cables
(used to connect circuit boards inside computers), twin lead cables (used
for TV antennas), microstrip and stripline (used on printed circuit
boards). Transmission lines serve to guide the electromagnetic signals
predictably and to reduce radiation.
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Figure 7.6 B) Frequency response of an air-core, 100nH surface-
mount inductor (Cp = 0.25pF; RDC = 0.38ohm). The self-resonant
frequency occurs at about 1GHz. Above the self-resonant frequency,
the device approaches the behavior of a ~0.25pF capacitor.

(b)



OTHER COMPONENTS

Resistors, capacitors, and inductors are not the only components that
change behavior at high frequency. All components have parasitic
behavior. Transformers are basically coupled inductors, and are the most
complicated of the passive components. Semiconductor parts such as
diodes, transistors, and amplifiers also have parasitic capacitance and
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Figure 7.7 A) A simple circuit consisting of a voltage source
connected to a load resistor. B) The hidden schematic for the
wires includes resistance (Rwire), inductance (Lwire), and parasitic
capacitance (Cp).
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inductance. In addition, the electronic behavior of the semiconductor
material itself plays a role in high-speed applications.

MAKING HIGH-FREQUENCY MEASUREMENTS 
OF COMPONENTS

Accurately measuring the high-frequency response of components is not
an easy task. It requires the use of a vector network analyzer (VNA) and
a test fixture (a device in which to place the components during testing).
The difficulty arises in isolating the component response from the
cables, connectors, and test fixture used to connect the component to
the network analyzer. Very accurate calibration is therefore needed. If
the standard SOLT (Short Open Load Thru) calibration technique is used,
then an accurate calibration kit (set of short, open, load, and thru stan-
dards) must be constructed for the test fixture. Furthermore, the cali-
bration kit parameters for your test fixture must be entered manually
into the network analyzer before the actual calibration of the instrument
is performed. Determining the calibration kit parameters is a task that
involves making an accurate high-frequency model of your test fixture
and connectors. Another option is to use the TRL (Transmission Reflec-
tion Load) calibration technique. Calibration kit parameters are not
needed for this technique. The most accurate and easiest route to take
is to purchase component test fixtures from a company such as Agilent
Technologies (formerly the test and measurement division of Hewlett-
Packard). To make measurements on an IC wafer, microwave probe sta-
tions such as those manufactured by Cascade Microtech can be used.

RF COUPLING AND RF CHOKES

RF amplifiers typically require that you AC couple to the input and
output. In other words, you must use a capacitor in series with the input
and output, otherwise you will disrupt the DC bias point of the ampli-
fier. For these applications, I typically select the capacitor such that the
magnitude of its impedance is about 1ohm at the signal frequency, C =
1/2pf. Setting the capacitor to this value balances the two design con-
siderations involved. First, the capacitor should be large enough that it
presents a very low-ohm connection for the signal to travel through.
Second, the capacitor should be small enough that its self-resonant fre-
quency is above the frequency range of the signal. The value of 1ohm
is a good compromise for these two requirements.
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RF amplifiers also often require that you place an inductor in series
with the power input to prevent the signal from leaking onto the power
supply. Such an application of an inductor is often called an RF choke.
Ideally, you would like the impedance of the RF choke to be as large as
possible at the frequency of interest. You also need to be sure that the
signal frequency is below the self-resonant frequency of the inductor.
Finally, you must be sure the inductor can handle the DC current
without saturating or being damaged. Typically, you should aim for an
impedance of 500ohms or greater at the signal frequency to achieve
good results.

COMPONENT SELECTION GUIDE

Parasitic capacitance and inductance limit the frequency response of all
components including wires. The frequency response of the materials
themselves can also play a role; examples are dielectric materials in
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Table 7.1 Selection Considerations for 
Real-World Components

Component Considerations

Resistors Tolerance
Power rating
Temperature coefficient
Parallel capacitance
Series inductance

Capacitors Tolerance
Voltage rating
Temperature coefficient
Series inductance (or resonant 

frequency)
Equivalent series resistance (ESR)

Inductors Tolerance
(Thermal) Current rating
Parasitic capacitance (or resonant 

frequency)
Series resistance
Saturation current rating 

(if ferromagnetic core)
Cores loss frequency response 

(if ferromagnetic core)



capacitors, core materials in inductors, and semiconductor materials in
active elements. In general, components with smaller physical size will
have smaller parasitics and therefore better high-frequency perfor-
mance. Keeping resistance, capacitance, and inductance values small
also helps at high frequency. SMD (Surface Mount Device) components
allow for lumped element design on printed circuit boards (PCBs) up to
several GHz. Integrated circuits, which allow very small components to
be created, are needed at higher frequencies. Another option for high-
frequency electronics is the use of distributed elements as described in
Chapter 10. Table 7.1 gives some general selection rules for common
passive components.
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8 TRANSMISSION LINES

As wireless designs become more prevalent and as digital designs reach
higher and higher frequencies, a thorough understanding of transmis-
sion line theory is becoming increasingly important. With the aid of
graphical representations of analog and digital signals, you can gain a
solid intuitive understanding of transmission lines. Moreover, this
approach requires little mathematics. Unfortunately, many engineers
leave school having been exposed to transmission lines only during a
few lectures in an electromagnetic fields class. In such classes, trans-
mission line theory is taught with wave equations and a lot of difficult
calculus. You have probably heard that transmission line effects become
apparent at higher frequencies, but rarely does anyone explain why.
Why are transmission line effects usually noticeable only at high fre-
quencies? What happens at low frequencies? What are the definitions
of “high” and “low”? In practice, you can more easily and completely
grasp transmission line theory just by understanding the basic physics.

THE CIRCUIT MODEL

As the name implies, a transmission line is a set of conductors used for
transmitting electrical signals. In general, every connection in an elec-
tric circuit is a transmission line. However, implicit in most discussions
of transmission line theory is the assumption that the lines are uniform.
A uniform transmission line is one with uniform geometry and ma-
terials. That is, the conductor shape, size, and spacing are constant, and
the electrical characteristics of the conductors and the material between
them are uniform. Some examples of uniform transmission lines are
coaxial cables, twisted-wire pairs, and parallel-wire pairs. For printed
circuit boards (PCBs), the common transmission lines are strip-line and
microstrip.

In a simple transmission line circuit, a source provides a signal that
is intended to reach a load. Figure 8.1A shows the transmission line as
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a pair of parallel conductors. In basic circuit theory, you assume that the
wires making up the transmission line are ideal and hence that the
voltage at all points on the wires is exactly the same. In reality, this sit-
uation is never quite true. Any real wire has series resistance (R) and
inductance (L). Additionally, a capacitance (C) exists between any pair
of real wires. Moreover, because all dielectrics exhibit some leakage, a
small conductance (G) (that is, a high shunt resistance) exists between
the two wires. You can model the transmission line using a basic circuit
that consists of an infinite series of infinitesimal R, L, and C elements
(Figure 8.1B). Because the elements are infinitesimal, the model para-
meters (L, C, R, and G) are usually specified in units per meter. To sim-
plify the discussion, you can ignore the resistances. Figure 8.1C shows
the resulting LC circuit. A transmission line that is assumed to have no
resistance is a lossless transmission line. 

Notice several important points. First, with the LC model, points A
and B may be at different potentials. Second, a signal transmitted from
the source charges and discharges the line’s inductance and capacitance.
Hence, the signal does not arrive instantly at Point B but is delayed. Last,
the impedance at points A and B and each node in between depends
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Figure 8.1 Three models for a transmission line: A) an ideal
pair of wires; B) a lumped circuit model that includes the non-
ideal characteristics of the wires; C) a simplified, lossless,
lumped circuit model.
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not just on the source and load resistance, but also on the LC values of
the transmission line. How does this circuit react at different frequen-
cies? Recall that inductive and capacitive reactance depend on fre-
quency. At low frequencies, the LC pairs introduce negligible delay and
impedance, reducing the model to a simple pair of ideal wires. At higher
frequencies, the LC effects dominate the behavior, and you cannot
ignore them.

CHARACTERISTIC IMPEDANCE

The simple circuit of Figure 8.2 demonstrates the behavior of a trans-
mission line. In this circuit, a 5 volt battery is connected to a resistor
through a transmission line that is modeled with a series of four L-C
sections. In reality, a real transmission line is an infinite series of infini-
tesimal inductors and capacitors. However, this simplified model serves
as a good heuristic tool. Between the battery and the transmission line
is a mechanical switch, which is initially open. In the initial state there
is no voltage on the line or the load, and no current flows. Immediately
after the switch is closed, current flows from the battery into the trans-
mission line. At this point, the current does not reach the load. Instead
the current is diverted by the first capacitor. The capacitor continues to
sink charge until it reaches the 5 volts of the battery. During this process
some energy is also transferred to the magnetic field of the inductor. As
the voltage on the capacitor starts to climb, charge starts to trickle to
the second stage.

During the charging of the capacitors and inductors, no current
reaches the load. Therefore the impedance that the battery “sees” is
solely dependent on the value of the inductors and capacitors. This
impedance is referred to as the characteristic impedance of the transmis-
sion line, and is easily calculated using the formula, 

As you can infer from the formula, a lossless transmission line has a
purely real characteristic impedance (i.e., a resistance). For the curious
reader, I include the equation for a lossy transmission line:

Z
R i L
G i C

o = +
+

w
w

Z
L
C

o =
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Figure 8.2 A conceptual demonstration of transmission line
delay and characteristic impedance. A battery is connected to a
resistor through a transmission line, which is represented by a
series of L-C stages. A) The switch is open. No current flows and
the voltage of the transmission line is zero everywhere. I = 0.
B) The switch is closed. Current flows and starts charging the
first L-C stage. I = Vbattery/Zo, where Zo = . C) The battery has
charged the first stage and is now charging the second stage. 
I = Vbattery/Zo. D) The battery has charged the entire transmis-
sion line, and now current flows through the load resistor. 
I = Vbattery/Rload.
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where .
For the time that the transmission line is charging, energy is drawn

from the battery and transferred to the magnetic field of the inductors
and the electric field of the capacitors. Typically a transmission line
charges much faster than is observable by human abilities. However, the
time it takes to charge a transmission line is directly proportional to its
length. If you built a very long transmission line, for example a coaxial
cable from the earth to the moon, these effects would be observable on
a time scale perceptible even to humans. Suppose the characteristic
impedance of this extremely long cable is 50 ohms and the resistance
of the load at the other end of the cable (the end at the moon) is 1000
ohms. Assuming that the coaxial cable is filled with a Teflon cable, it
will take about two full seconds to charge the transmission line. Suppose
you connect an analog ohmmeter to the line. For approximately four
seconds the meter will read 50 ohms—the characteristic impedance of
the cable. Only after the transmission line is fully charged and all reso-
nant oscillations (often called ringing) die out will the meter steadily
read 1000 ohms. Characteristic impedance is a very real effect, not just
some textbook parameter.

In contrast to this extremely long cable, a cable of 1 meter in length
will take only a few nanoseconds to charge. Such small time scales 
are negligible to human perception and are also inconsequential to 
slow signals such as audio. However, these time scales are not small 
in reference to RF systems and modern computers. For this reason, 
transmission line effects become noticeable and problematic at high 
frequencies.

THE WAVEGUIDE MODEL

An equivalent method of characterizing transmission lines describes a
transmission line as a guide for electromagnetic waves. With this
method, the source sends the electromagnetic signal, which consists of
a coupled voltage wave and current wave, to the load (Figure 8.3). The
voltage wave corresponds to the electric field and the current wave cor-
responds to the magnetic field of the wave. The transmission line, which
effectively acts as a transmission medium, guides the signal along the
way. The signal travels through this medium at the speed of light within
that medium.

You can calculate the speed of light, v, in a transmission line from
the permittivity (e) and permeability (m) of the dielectric between the
conductors,

 i = -1
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For example, if Teflon separates the pair of wires that makes up the
transmission line, the wave travels at the speed of light in Teflon, which
is approximately 70% of the speed of light in a vacuum. (vTEFLON @ 0.7c,
where c is the speed of light in a vacuum.) As the signal travels along
the transmission line, the voltage wave defines the voltage at each point,
and the current wave defines the current at each point. 

Figure 8.4 shows a pulse signal traveling along a transmission line,
with the voltage and current values at each point. Along the entire
length of the line, the ratio of the voltage to the current is constant.
This ratio is the characteristic impedance, Zo, and is defined by the geom-
etry of the line and the permittivity and permeability of the dielectric.
The characteristic impedance equations are often complex. For example,
for a coaxial cable transmission line, 

where d is the diameter of the inner conductor, D is the inside diame-
ter of the outer conductor, and er is the relative dielectric constant of
the material. 
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Figure 8.3 The waveguide model of the transmission line
represents the signal as a voltage wave and a current wave
that both travel along the line at velocity, v. This velocity is
the speed of light of the dielectric between the wires. In 
the case of air, this velocity is approximately that of the
speed of light in a vacuum. The voltage wave is equal to the
current wave multiplied by the constant, Zo, which is the
characteristic impedance of the line. 
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RELATIONSHIP BETWEEN THE MODELS

Now you have two models for a transmission line: a circuit comprising
infinitesimal inductances and capacitances with parameters L and C,
and a waveguide for signals with parameters v and Zo. The following
equations relate the parameters of the two lossless models: 

and

Although these models are interchangeable, the waveguide model is
usually more useful for transmission line analysis. For the remainder of
the chapter, I will focus on the waveguide model.

REFLECTIONS

Whenever an electromagnetic wave encounters a change in impedance,
some of the signal is transmitted and some of the signal is reflected
(Figure 8.5). The interface between two regions of different impedances
is an impedance boundary. An analogy helps in understanding this
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Figure 8.4 This figure shows two snapshots in time of a
signal pulse traveling along a transmission line. Both the
voltage and current waves are shown.
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concept. Imagine yourself sitting in a small boat on a pond, looking
down into the water. A fish swimming by sees you from below the
water’s surface because water is transparent. In addition, you faintly see
your image as a reflection on the water’s surface. Hence, some of the
light from your image travels through the water to the fish, and some
of the light reflects back to you. This phenomenon occurs because of
the difference in optical impedance of water and air.

This same phenomenon also occurs at electronic-signal frequencies.
The difference between the impedances determines the amplitude of the
reflected and transmitted waves. The reflection coefficient, rV, for the
voltage wave is

whereas the transmission coefficient is 

The formulas for the reflection and transmission coefficients of the
current wave are slightly different from the voltage wave. The reflection
coefficient, rI, for the current wave is
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Figure 8.5 At a boundary between two regions of different
impedance, Z1 and Z2, some of the incident energy passes
through the boundary, and some is reflected.
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and the transmission coefficient is 

The total power reflected is 

and the total power transmitted is 

The power transmitted added to the power reflected is equal to the inci-
dent power, as required by the law of conservation of energy.

An interesting and often underemphasized fact is that the amount of
reflection is independent of frequency and occurs at all frequencies (as
long as the materials have an approximately constant permittivity over
the frequency range of interest). This fact seems contrary to the common
belief that reflections are high-frequency phenomena. It is not that
reflections don’t happen at low frequencies. Even at audio frequencies,
this process of reflection occurs. Reflections are just not typically noticed
at low frequency. The next section should make clear the reasons why
reflections are typically noticed only at high frequency.

PUTTING IT ALL TOGETHER

In summary: 

• A signal traveling along a transmission line has voltage and current
waves related by the characteristic impedance of the line. 

• Signal reflections occur at impedance boundaries. 
• As it travels down the line, a signal has delay associated with it. 

These three elements combine to produce transmission line effects.
The first two items imply that a circuit has reflections unless the 
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transmission line, source, and load impedances are all equal. The third
item implies that reflected waves reach the load staggered in time. An
example helps to illustrate. Figure 8.6 shows a transmission line (coaxial
cable) with a source and load connected. 

Let the source produce a 1V step function at time t = 0. This 
wave travels down the cable and reaches the load at time t = l/v = 1/(0.7c)
= 5nsec. Because the cable’s characteristic impedance (50W) is differ-
ent from the impedance of the load (100W), some of the incident 
wave transmits to the load, and some is reflected by the load. The
reflected wave travels back through the cable and arrives back at the
source at time 2t. Because the source impedance (zero) does not match
the characteristic impedance of the cable (50W), another reflection
occurs. This reflection travels toward the load and arrives at the load 
at time 3t. As with the initial wave, the load absorbs some of the 
wave, and some is reflected. Subsequent waves arrive at the load in 
this manner ad infinitum, decreasing in amplitude after each round trip.
The net effect is that the load receives a voltage signal that is the 
superposition of the initial incident wave and all of the subsequent
waves (Figure 8.7). As this example demonstrates, the resulting signal at 
the load can look much different from the original source signal. A
simple step signal at the source ends up producing a step wave fol-
lowed by a series of oscillations at the load. These oscillations even-
tually settle to the value you would expect if you were to ignore the
transmission line. 
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Figure 8.6 In this transmission line example, a source and
load are connected through a 1m Teflon coaxial cable with a
characteristic impedance of 50W. Reflections occur at the
boundary between the source and the cable because of the
difference in impedance. Reflections also occur at the
boundary between the load and cable. Assume that the
source-to-coax wires and load-to-coax wire are of negligible
length.
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DIGITAL SIGNALS AND THE EFFECTS OF RISE TIME

In this example, the step signal is an ideal digital wave; that is, a signal
with zero rise time. Of course, real-world step signals have rise times
greater than zero. Changing the rise time of the step signal changes the
shape of the signal that appears at the load. Figure 8.8 illustrates the load
waveforms for the same transmission line using various rise times. When
the rise time becomes much longer than the transmission line delay (t),
the reflections get “lost” in the transition region. The effect of the reflec-
tions then becomes negligible. It is important to note that, regardless of
the rise time, the amplitude of the reflections is the same. The rise time
affects only the superposition of the reflections. The transmission line
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Figure 8.7 This lattice diagram shows the propagation of a 1V
step wave and its subsequent reflections along the transmission
line of Figure 8.6. The waves received at the load are shown at
the right of the diagram. The diagram shows the first five
reflections.
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effects (over-shoot and oscillation) become apparent when the rise time,
tRISE, is short compared with the transmission line delay, t. Such signals
are therefore in the domain of high-frequency design. When tRISE is long
compared with t, the transmission line effects are negligible; these signals
are in the domain of low-frequency design. For most applications, you can
consider tRISE > 6t to be in the low-frequency domain.
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Figure 8.8 This figure illustrates the dependence of transmission
line side-effects on signal rise time. In each case, (A), (B), and (C), a
1V step source signal is applied to the circuit of Figure 8.6. The
reflections are of the same amplitude in each case, but the resulting
load signals are quite different. (The diagrams show only the first
four waves to read the load.)



ANALOG SIGNALS AND THE EFFECTS OF FREQUENCY

You can use a similar analysis for analog signals. Using the circuit of
Figure 8.6, let the source be a 1V sine wave with a frequency of 1MHz
(period T = 1msec). This signal undergoes the same reflections as the step
signal. The amplitude of the waves incident on the load is also the same,
namely +1.33V, -0.44, +0.15, -0.05, etc. The sum of the series of waves
is a 1V sine wave (Figure 8.9B). In this example, no transmission line
effects are noticeable because the delay of the transmission line is neg-
ligible. In fact, the round-trip cable delay is 1/100th the signal period.
In addition to the voltage wave, there is also a current wave at the source
and load. For the 1MHz signal, the current wave is approximately the
same at the source and at the load. At both the source and the load, the
current wave is a 10mA (1V/100W) sine wave that is exactly in phase
with the voltage wave. 

In contrast, if you increase the source frequency to 50MHz (period 
T = 20nsec), the resulting load signal is quite different, even though the
incident waves are of the same amplitude. The delay through the trans-
mission line is no longer negligible at this higher frequency (Figure
8.9A). In fact, the round-trip delay of the transmission line causes the
incident waves to shift 180°. With these phase shifts, the incident waves
produce a load signal that gradually builds to a steady-state 2V sine
wave! In addition, the load signal shifts in phase from the source signal.
The current wave will also be affected at this frequency. At the load, the
resulting steady-state current is governed by Ohm’s law. Therefore 
the load current wave is simply a 20mA (2V/100W) sine wave, which is
exactly in phase with the voltage wave. At the source, however, the
current wave is a 40mA sine wave. The power at both locations is the
same, P = I ¥ V = 40mW, but the voltage and current are different. Such
a transmission line acts like a 2 :1 transformer. At the source end, the
impedance of the load appears as only 25W. In fact, this circuit, a trans-
mission line that is exactly one-quarter wavelength long, is often called
a quarter-wave transformer.

For this circuit, 50MHz falls in the domain of high-frequency design,
and 1MHz falls in the domain of low-frequency design. For most appli-
cations, you can consider a sine-wave period of T = 20t (or l = 20L) the
boundary between the high- and low-frequency domains. 

To avoid problems from reflections, RF systems are designed around
a standardized characteristic impedance. Typically Zo = 50W is used 
(as shown in Figure 8.10). This is why most lab function generators 
and test equipment have a source impedance of 50W. Young engineers
often learn this fact the hard way (as I did); they turn on a function 
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Figure 8.9 This figure illustrates the dependence of transmission
line side-effects on signal frequency. In each case, a 1V sine wave
signal is applied to the circuit of Figure 8.6. The reflections are of
the same amplitude in each case, but the resulting load signals are
quite different. Notice the relative phase between the reflections
and the original signal in each case.



generator in the lab and set it to 1 volt. The engineer measures the open
circuit output voltage to be 2 volts instead of 1 volt. The simple answer
to this problem is that the voltage will only be 1 volt if a 50 ohm load
is placed across the output. The function generator has a 50 ohm source
impedance, so that it matches the impedance of typical coaxial cable
used for test equipment. 

IMPEDANCE TRANSFORMING PROPERTIES

As the previous circuit demonstrated, transmission lines transform the
impedance of loads. For transmission lines that are electrically short 
(L << l) the effect is negligible, but for transmission lines that are 
electrically long the effects can be dramatic. It is important to remem-
ber that the behavior of a transmission line changes every quarter 
wavelength.

Figure 8.11 shows that when the length is less than a quarter wave-
length, an open circuit appears as a capacitance and a short circuit
appears as an inductance. In more general terms, when the load imped-
ance is greater than the characteristic impedance of the cable, a capaci-
tance occurs in parallel with the load. When the load impedance is less
than the characteristic impedance of the cable, an inductance occurs in
series with the load. Of course, if the load impedance is equal to the
characteristic impedance of the cable, the load appears exactly as it is.
In digital systems, the input impedance of most devices is typically quite
high. Therefore, the designer must take into account the fact that the
transmission line will likely present a capacitance to the device driving
the signal.
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Figure 8.10 If a transmission line is matched on both ends,
wave reflections will not occur. Most test equipment and RF
systems are designed for cables with a characteristic
impedance of 50 ohms.
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As a transmission line’s length is increased from zero to l/4, the 
reactance increases until the length reaches exactly l/4. For an open-
circuited line, the capacitance increases until, at exactly l/4, the 
capacitance is infinite. In other words, the input impedance of the open-
circuited transmission line becomes a short circuit! A short circuit, in
turn, appears as an open circuit. As illustrated in Figure 8.12, these
effects are resonant conditions that occur only when a quarter-
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Figure 8.11 These circuits show the equivalent impedance for a
short transmission line terminated in various loads. The source is
matched, and thus the voltage at the source end of the cable is
superimposed with a single reflection. The open-circuit load (A)
appears as a capacitance and the short-circuit load (B) appears as an
inductance. Circuits (C) and (D) show the results of a short
transmission line terminated with a resistor.
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wavelength of the signal is equal to the length of the line. For this
reason, open-circuited or short-circuited quarter-wavelength transmis-
sion lines can be used as resonators for oscillators and filtering applica-
tions. If the load is not a short-circuit or open circuit, the transmission
line acts as a transformer, transforming the load impedance to an effec-
tive impedance of

As the transmission line length is increased above a quarter-
wavelength, the roles reverse, in a manner of speaking. The open circuit
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Figure 8.12 These circuits show the equivalent impedance for a
quarter-wavelength transmission line terminated in various loads.
The source is matched, and thus the voltage at the source end of the
cable is superimposed with a single reflection. Because the reflection
travels exactly a half-wavelength, the reflection will be 180 degrees
out of phase with the source wave. The open-circuit load (A) appears
as a short. The short-circuit load (B) appears as an open. Circuit (C)
shows the results of a quarter-wavelength transmission line
terminated with a resistor.
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appears as an inductance, and the short-circuit appears as a capaci-
tance. The effective impedance of intermediate-length transmission
lines terminated in various loads is shown in Figure 8.13. The reactance
increases as the length is increased, until when the length is exactly l/2,
the open circuit appears as an open circuit and the short-circuit appears
as a short-circuit. At l/2, all load resistances appear as their exact value.
As length is increased from this point, the entire pattern repeats itself
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Figure 8.13 Equivalent impedances for a transmission line of
intermediate length (l/4 < l < l/2) terminated in various loads. The
source is matched, and thus the voltage at the source end of the
cable is superimposed with a single reflection. The resulting
impedances are opposite to those of the short transmission line
circuits. The open-circuit load (A) appears as an inductance, and the
short-circuit load (B) appears as an capacitance. Circuits (C) and (D)
show the results of the transmission line terminated with a resistor.



and continues forever following the same pattern through every half
wavelength.

IMPEDANCE MATCHING FOR DIGITAL SYSTEMS 

In digital systems, transmission line reflections can cause oscillations
(ringing), overshoot/undershoot, and “shelves.” Overshoot/undershoot
appears whenever the load resistance, is greater than the characteristic
impedance of the transmission line. A shelf or “non-monotonicity,” is
a reflection phenomenon in which the load voltage temporarily remains
at an intermediate voltage. For example, in a 5V logic system, a shelf
can appear that is at around 2 volts. The shelf appears when the initial
wave reaches the load and then eventually goes away as the subsequent
reflections arrive at the load. Shelves should be avoided at all costs,
because during this period the voltage can be in the transition region
of the load device. Small amounts of noise can cause the device to
produce glitches. Shelves only occur when the load impedance is lower
than the transmission line characteristic impedance. 

To avoid these phenomena, the load can be matched to the charac-
teristic impedance of the transmission line by placing a resistor in 
parallel to the load. The overall resistance at the load should never be
less than the characteristic impedance to ensure that shelves do not
occur. A suitable alternative in many cases is to match the source device
to the line impedance. Source matching is accomplished by adding a
series resistance to the output of the source device such that this resis-
tance when added to the internal source resistance is approximately
equal to the characteristic impedance of the transmission line. Keep in
mind that source matching deceases the output voltage of the signal and
thereby increases its susceptibility to noise. Matching both the load and
source is the ideal cure for eliminating reflections, but in most cases is
unnecessary. 

There are several variations on these basic techniques. One power-
saving technique is to use a combination of a resistor and a capacitor at
the load so that the combination produces a matching impedance
during the transitions, but forms an open circuit during periods where
the signal is at the same level for a long period of time. Another tech-
nique combines impedance matching with data bus pull-up resistors.
With this technique, one resistor is placed from the load input to
ground, and a second resistor is placed from the load input to supply
voltage. When no devices are driving the data bus, these resistors form
a voltage divider, keeping the voltage at a defined level. When the data
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bus is in operation, the two resistors provide a parallel resistance to
match the characteristic impedance for AC signals. Once you under-
stand the basics, these other techniques are easy to add to your reper-
toire. Often the best place to look for ideas on matching is the
application notes of the IC manufacturers themselves. Texas Instru-
ments and Fairchild Semiconductor are two companies that have many
useful digital designer application notes on their web sites, covering
digital system impedance matching and other analog design considera-
tions for digital devices. 

An important footnote to this section is the design of the transmis-
sion lines themselves. On printed circuit boards (PCBs), designers use
either microstrip (a copper trace above a ground plane) or strip-line (a
copper trace between two ground planes). The characteristic impedance
of such transmission lines is dependent on three parameters: 1) the
dielectric constant of the PCB material, 2) the width of the trace, and
3) the height of the trace above the ground plane (i.e., the thickness of
the PCB layer). The formulas are quite complex, and can be found in
many books, such as Pozar (1998). 

Typically, the trace width is determined by space constraints and is
often made very narrow to increase the component density. The thick-
ness of the PCB layer is usually determined to a large extent by how
many PCB layers are used. The digital designer should be aware of what
these parameters will be to facilitate determining a good estimate of the
characteristic impedance during the design phase and not leave such
calculations to the last minute. Also keep in mind that most PCB manu-
facturers only specify the layer thickness in a very loose manner. If you
want better precision for thickness, you will likely have to notify the
manufacturer upfront and pay higher manufacturing costs. 

IMPEDANCE MATCHING FOR RF SYSTEMS

Impedance matching is even more important in RF systems, and the
techniques are slightly different. For RF transmission lines, the main
goal is the same as for digital transmission lines: eliminate reflections.
The first reason for eliminating reflections in RF systems is to assure that
proper voltage is transferred between the source and load. As the earlier
example showed, transmission line reflections can cause the load voltage
to be different than the voltage on the source end. Without properly
matching the load to the transmission line, the voltage is dependent on
the length of the transmission line. The second reason to eliminate
reflections is to present a known impedance to the source. If the load is
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not matched, the impedance at the source may be very small or very
big. A very small impedance will overload the source amplifier, causing
undesired behavior and possibly damage to the source amp. Reflections
can also create reactive impedances (capacitance or inductance) at the
source. Many amplifiers will not be stable and will oscillate if a large
reactive load is connected to the output. The third reason for matching
the load to the transmission line is to reduce losses in the transmission
line itself. In many cases, a transmission line can be approximated as
lossless, but there are notable exceptions, the two most common being
where lost power is very costly or where the lines are long (as loss is 
proportional to length). For antennas both of the conditions apply.
Transmitting antennas often require high power, and any power lost to
heating in the transmission line cable is money wasted. For receiving
antennas, bringing the largest signal to the amplifier is paramount; any
loss in the cable diminishes signal strength. Antennas are also often con-
siderable distances from the transmitting or receiving amplifier. Reflec-
tions imply that energy is flowing back and forth along the line. At any
given moment, the sine wave output at the load is a superposition of
the initial wave and the subsequent reflections. Each wave that flows
along the transmission line will lose a certain percentage of energy with
each trip down the line. In an unmatched system, much of the energy
must make one or more round-trips down the line before being dissi-
pated in the load (or transmitted on an antenna). Refer back to Figure
8.9A. In this example, only about two-thirds of the load energy arrives
via the initial wave. The rest of the load energy arrives in the subsequent
reflections. Therefore, matching the load and source to the transmission
line reduces power loss in the transmission line.

MAXIMUM LOAD POWER

Another reason for impedance matching in RF systems is to deliver 
the maximum power to the load. The law of maximum power transfer
states that given a voltage source with internal resistance, Rs, the
maximum power is transferred to the load when the load resistance is
equal to the source resistance. Furthermore, the reactive impedance of
source and load should be such that each cancels out the other. Stated
mathematically, you should set ZL = Rs - ( i ¥ Xs), where Xs is the reac-
tance (imaginary impedance) of the source. The principle is important
in all aspects of RF systems design. To transfer the maximum power 
from stage to stage inside an RF design, the output impedance of one
stage should be matched to the input impedance of the next stage. This
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rule is important not only for amplifiers and transmission lines, but also
for passive stages such as filters. RF filters should be designed such that
the filter inputs and outputs match the connected stages for signals
inside the passband. For signals outside the passband, matching is not
needed. However, be sure to design, simulate, and test the filter with the
impedances of the previous and following stages connected. In other
words, if your filter output connects to a 50W cable, be sure to include
a 50W load as a design parameter. The filter will behave much differ-
ently with the output open-circuited.

Power Efficiency

You may wonder why power utilities don’t follow the law of maximum
power transfer. There is a very good reason for this; the power company
has a much different goal. The power company’s goal is to transmit a
standard voltage (a nominal 120 volts RMS in the U.S.) to its customers
in the most efficient manner possible. They are not interested in deliv-
ering the maximum power to our houses. If they did, the voltage would
increase and blow out all the electrical appliances in our houses. Fur-
thermore, the law of maximum power transfer is not the same as the
law of most efficient power transfer. To transfer power most efficiently
from source to load, the ratio of load resistance to source resistance
should be made as large as possible. One way this can be accomplished
is by lowering the source resistance as much as possible. 

To reduce the power lost in the power transmission line, the source
voltage is stepped up using transformers. By increasing the voltage, the
same amount of power can be transmitted down the line but with a
much smaller current. Since most of the losses in a transmission line are
in the wires themselves (as opposed to losses in the dielectric between
the wires), reducing the current reduces the most transmission line loss.
(Power lost in a wire is equal to I2/Rwire.) It is for this reason that electric
utilities use transformers to deliver power at voltages as high as approx-
imately 1 megavolt.

Why 50 Ohms?

A question you may have is: Why is 50 ohms the most common imped-
ance chosen for RF systems? In Chapter 7, you learned that large resis-
tances are susceptible to capacitive parasitics, and small resistances are
susceptible to inductive parasitics. The characteristic impedance should
thus be an intermediate value, so that filter and amplifier impedances
can be reasonably valued. Furthermore, making the impedance very
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small would place difficult constraints on the amplifier design. For
example, if the impedance were 1 ohm, you would have a very difficult
time designing amplifiers since the input and output impedance would
need to be 1 ohm.

But why 50? The answer is actually quite simple, and it derives 
from the characteristics of coaxial cables. The geometry of coaxial 
cables is such that an air-filled cable designed for maximum power han-
dling (i.e., designed such that the breakdown voltage of the air is
highest) has a characteristic impedance of 30 ohms. An air-filled coaxial
cable designed for maximum power efficiency (least loss) has an imped-
ance of 77 ohms. Therefore 50 ohms serves as a good compromise
between the two optimal impedances for air-filled dielectrics. Further-
more, for typical solid cable dielectrics such as Teflon, the impedance
for least loss is about 50 ohms. It follows that typical 50 ohm cables are
optimized for least loss. A further reason for 50 ohms is that monopole
antennas with ground radials have a characteristic impedance of about
50 ohms, making 50 ohm coaxial cable a good match to monopole
antennas.

What about 75 ohm cable? If you want to design a cable for lowest loss,
you should choose air for a dielectric because its loss is lower than any
solid material’s. From the previous paragraph, you know that 77 ohms is
the optimum impedance for air-filled cable. An air-filled dielectric with
an impedance of around 77 ohms is therefore the most power-efficient
cable possible. Cable TV companies standardized on 75 ohms because
their cables run over very long distances and therefore loss is an impor-
tant design factor. Telephone companies also often use 75 ohm cables for
their interoffice “trunk” lines, which carry multiplexed telephone signals.
To make an air-filled cable requires the use of dielectric spacers at regular
intervals. Trilogy Communications (www.trilogycoax.com) makes such
cables specifically for the CATV market.

MEASURING CHARACTERISTIC IMPEDANCE: TDRS

Although formulas are readily available for calculating the characteris-
tic impedance of most transmission line geometries, no formula can ever
give the assurance of physical measurement. I encourage all designers,
RF and digital, to measure the typical characteristic impedance of the
transmission lines in their designs. There are several ways to go about
measuring characteristic impedance. The most useful method for mea-
suring the parameters of transmission lines is to use a time domain
reflectometer (TDR). The name is intimidating, but the equipment is
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rather easy to use. A TDR is basically an oscilloscope with a built-in step
generator. The step generator sends out a voltage step with a very fast
rise time, approximating the signal of Figure 8.8A. You then watch the
screen and measure the amplitude of the reflected waves. If all ends are
matched, the voltage is a simple straight line. If there are mismatches,
the TDR or you can calculate the impedances of the mismatches. The
timing of the reflections allows you to calculate the speed of light along
the transmission line if you measure physical length, v = 2L/Dt (the 2 in
the numerator is required because the reflection must make a round-trip
down the line). You can then use the velocity to calculate the dielectric
constant of dielectric material, 

The TDR works in much the same way radar operates in the open air,
except that radar uses impulses instead of step functions. A TDR can also
give you information about discontinuities or defects along the line,
because any deviation of the characteristic impedance will cause a reflec-
tion. Basically, the time domain signal on the screen gives you a picture
of the impedance as a function of distance along the cable. This tech-
nique is very useful for finding shorts or insulation cracks in long com-
puter network, CATV, or phone line cables, especially if the cable is
underground or in a wall. You can often purchase TDR modules for high-
end oscilloscopes. Another option is to create your own using a combi-
nation of an oscilloscope and a function generator, which can generate
step functions with very fast rise times. The rise time determines the dis-
tance resolution you can achieve. For example, a 1 nanosecond rise time
will typically be sufficient for 1 meter of resolution.

A simpler method for determining characteristic impedance involves
direct measurement of the impedance. This technique works quite well,
but doesn’t provide the ability to locate discontinuities and faults. You
measure complex impedance of the transmission line with the load end
short-circuited and then perform the same measurement with the load
end open-circuited. The transmission line characteristic impedance is
calculated using the formula, 

This technique requires that you have a method to measure complex
impedances. An impedance analyzer, a vector network analyzer, or a
vector voltmeter can be used for this task. Although transmission line

 Z Z Zo short open= ¥
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characteristic impedance is usually quite constant across frequency, it
can be very different at very high and very low frequencies. It is there-
fore important that your measurements are made with a signal whose
frequency is in the approximate range of the signal frequency of your
system. For example, a typical 26 gauge twisted-pair telephone line will
have a characteristic impedance of Zo @ 90W above 10MHz, but will have
a complex, lossy characteristic impedance in audio frequencies (e.g., Zo

@ 650 - [ i ¥ 650W] at 1kHz). 

STANDING WAVES

The final topic of this chapter on transmission lines is standing waves.
On a matched transmission line, there are no reflections. The voltage
and current waves at the load and source end are the result of a single
traveling wave. Furthermore, the voltage and current at any point along
the line are the result of a single wave. If you measure the voltage and
current at any point along the line, you will observe two synchronized
sine waves and the magnitude ratio of the two will be exactly V/I = Zo.
Standing waves do not occur on matched transmission lines.

With an unmatched transmission line, the observations will be much
different. As you learned earlier, the voltage and current waves at the
load and source are the superposition of the initial wave and an infinite
series of reflections. A matched transmission line has energy flowing in
one direction, from source to load. In contrast, an unmatched trans-
mission line has an infinite number of waves reflecting back and forth
along the line at all times. This fact is very important to remember.
Remembering this will keep you out of trouble when faced with trans-
mission line problems. The characteristic impedance relation V/I = Zo

holds for each individual wave at any intermediate point along the
transmission line. However, except when a signal is first applied, every
point along the line will exhibit a superposition of all the reflections.
Therefore, the observed signals, which are a superposition of all the
waves, will not be governed by the characteristic impedance (V/I π Zo

for unmatched lines). 
A result of the reflections is that a standing wave is produced on the

line. The standing wave takes the form of a sine wave with a wavelength
equal to the signal wavelength. This standing wave determines the
amplitude of the signal at each location. In other words, the signal is
amplitude-modulated in a spatial sense. At every location, the signal
varies in time as a sine wave, but the amplitude of the sine wave is gov-
erned by the standing wave. Furthermore, the standing wave for the
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current and the standing wave for the voltage have the same wavelength
(furthermore, lstanding-wave = lsignal), but not the same phase. The voltage
and current standing wave are exactly 90 degrees (1/4 l) out of phase.
Spaced every quarter wavelength along the line is a node. At each node
either the voltage or current standing wave will be a minimum. At these
points the resulting impedance is maximum or minimum for the respec-
tive cases. This situation may seem reminiscent of the earlier section on
the impedance transformation aspects of transmission lines. You learned
that the input impedance of a transmission line alternates between a
maximum and minimum every quarter-wavelength. In fact, this is the
same phenomenon, viewed from a different perspective. The wave
impedance at distances along the transmission line varies in the same
way the transmission line input impedance varies when the line length
is changed. At the standing wave nodes, the wave impedance is Znode =
ZL or Znode = Zo

2/ZL. Notice that when the load is matched, Znode = ZL = Zo,
the impedance takes on intermediate values at locations in between the
nodes.

Infinity Becomes Two

For sinusoidal signals, the steady-state behavior can be described by
combining all the waves into a single forward traveling wave (i.e., trav-
eling toward the load) and a single backward traveling wave (i.e., trav-
eling toward the source). This steady-state analysis is used almost
exclusively for analog systems because it simplifies matters greatly. On
the other hand, steady-state analysis is much less useful in digital
systems since it only predicts the steady-state voltage and not the tran-
sient phenomena like ringing. 
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9 WAVEGUIDES AND SHIELDS

Waveguides and shields may seem like an odd combination for a
chapter, but the two actually have a lot in common. The operation of
both devices depends on the reflectivity of metals. Metals are highly
reflective through most of the electromagnetic spectrum. They reflect
radio waves as well as visible light. Although metals have different prop-
erties at visible light frequencies, and aren’t conductors in this band,
they still reflect most of the incident radiation if the surface is well pol-
ished and not tarnished. We take advantage of this whenever we look
in the mirror. A mirror is just a piece of glass with a metal film deposited
on the backside. The glass serves to protect the metal surface from tar-
nishing and provides a smooth substrate on which to deposit the metal.
Because glass also has a higher dielectric constant than air, the glass also
increases the metal’s reflectivity.

You are also probably aware that metal reflects radio waves. This is
why radar works so well. The microwave radiation bounces off the car
or airplane and returns to the radar dish. Radio waves can also be
reflected by the ground, which acts as a decent conductor in many 
radio bands.

The simplest electromagnetic shield is just a conductor sheet. To learn
how a shield works, assume for the moment that it is made from a
perfect conductor. A perfect conductor is a conductor with zero resis-
tance. As a consequence, the electric field must be zero inside a perfect
conductor, otherwise the current would become infinite. For perfect
conductors, all current must travel in an infinitesimally thin layer at the
surface of the conductor. Since an electric field cannot exist inside a
perfect conductor, it follows that electromagnetic waves cannot travel
into a perfect conductor. When an electromagnetic wave impinges on a
perfect conductor, 100% of the wave energy is reflected because no
energy can enter the conductor, thus explaining that a perfect con-
ductor is also a perfect reflector.
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REFLECTION OF RADIATION AT MATERIAL BOUNDARIES

Wherever a boundary between two materials occurs, reflections of waves
will occur. The situation is just like that of impedance boundaries in
transmission lines. The reflected waves can be calculated from the elec-
tric and magnetic reflection equations:

where h1 is the intrinsic material impedance of the first region and h2 is
the intrinsic material impedance of the second region. The electric field
is analogous to the voltage in a transmission line, and the magnetic field
is analogous to the current in a transmission line. For air the intrinsic
impedance is approximately that of free space:

For a conductor, the intrinsic impedance is

Figure 9.1 plots the intrinsic impedance of copper across a wide fre-
quency range. When a radio wave traveling through air encounters a
slab of copper, a reflection results. The resulting reflection coefficient is
complex, implying a phase shift of the reflected wave.

Figure 9.2 plots the reflection coefficient for a radiating wave incident
upon a thick sheet of copper for a broad range of frequencies. Notice
that the vast majority of the incident power is reflected at all frequen-
cies. This result is valid only for radiating or far-field electromagnetic
energy. As you learned in Chapter 5, the wave impedance (ratio of elec-
tric field to magnetic field) in the far field is equal to the intrinsic imped-
ance of the medium in which the wave is traveling. This statement is
not true in the near field.
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THE SKIN EFFECT

All real conductors exhibit a phenomenon called the skin effect. The skin
effect gets it name from the fact that any electromagnetic wave incident
upon a conductor diminishes exponentially in amplitude as it pene-
trates the conductor. The skin depth defines the depth at which the
amplitude of the wave has diminished to about e-1 ~ 36.9% of its initial
value. At a depth of five skin depths, the signal diminishes to about 
0.7% of its surface value. Skin depth is inversely proportional to both
conductivity and frequency. The exact formula is

 
d

p ms
= 1

f
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Figure 9.1 Magnitude of wave impedance in copper. In copper, the
wave impedance is a complex number and is equally split between
real and imaginary parts.



Therefore, as the frequency of the radiation is increased, a conductor
becomes more and more like a perfect conductor in the sense that elec-
tric fields cannot penetrate it. Figure 9.3 plots the skin depth for copper.

SHIELDING IN THE FAR FIELD

The purpose of a shield is to prevent electromagnetic energy from pen-
etrating through the shield. Conductors provide two mechanisms for
shielding. The first shielding mechanism is reflection, which is most
important for low-frequency shielding. The second shielding mecha-
nism is absorption, which is caused by the skin effect. Absorption is most
important at high frequency. At all frequencies, reflection is responsible
for shielding the majority of power. However, it is the absorption caused
by the skin effect that makes shielding so dramatically effective at high
frequency. Figure 9.4 shows the relative signal power that is reflected,
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Figure 9.2 Reflectivity (R) of Copper (plotted as 1 - |R|2).



absorbed, and transmitted for a copper shield. The absolute value of
transmitted power is often called the shielding effectiveness.

Each quantity in Figure 9.4 is specified in decibels (dB), relative to the
power of the incident signal. A power of exactly 0dB corresponds to a
signal of equal power to the incident signal. Although the reflected
power is very close to 0dB, it is never exactly 0dB. Every drop of 20dB
corresponds to power reduction by a factor of 10. A power level of 
-•dB corresponds to zero power.

Figure 9.5* shows the far field shielding effectiveness for a copper
shield, in terms of reflection, absorption, and total shielding effective-
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Figure 9.3 Skin depth of copper.

*Readers familiar with the shielding literature may notice that the curves in Figure
9.5 are slightly different in shape from those typically seen. The curves in Figure 9.5
were drawn using the exact expressions, whereas approximations are used typically.
The correctness of Figure 9.5 was confirmed via personal correspondence with Dr.
Clayton Paul.



ness. Shielding effectiveness is often used by EMC engineers to quantify
how well a shield performs. Shielding effectiveness refers to the ratio of
the incident power to the transmitted power, expressed in decibels.

The Effect of Holes in the Shield

If a shield has a hole, some of the incident radiation can avoid the shield
and propagate through the hole. The amount of energy that can trans-
mit through the aperture (hole) is greatly dependent on the electrical
size of the aperture. If the aperture has dimensions greater than a half
wavelength, the aperture lets all power at the opening through. Con-
sider a 1 inch hole in an opaque screen at optical frequencies. Light cast
on the opening will pass through unattenuated. The region behind the
solid portion of the screen is in shadow. The region directly behind the
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Figure 9.4 Far-field shielding: reflected, absorbed, and transmitted
power for 10mil thick copper shield.



opening is illuminated. The same effect occurs at radio frequencies when
the opening is greater than about a half wavelength. The amount of
power that passes through the hole is equal to the amount of power
incident upon the whole; in other words, the transmitted power is
directly proportional to the aperture area.

When the aperture dimensions are reduced below a half wavelength,
the radiation is “choked out” due to diffraction and is not proportional
to just the area of the aperture. For a circular aperture, the transmitted
radiation is mainly dependent on the diameter. For arbitrarily shaped
apertures, the transmitted radiation is dependent on the largest dimen-
sion of the aperture. If the largest dimension of an aperture is greater
than half a wavelength, the aperture will transmit very effectively. Such
an aperture is often called a slot antenna.
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Figure 9.5 Far-field shielding effectiveness for 10mil thick copper
shield.



Thus, for shielding purposes, all apertures in the shield must have
dimensions less than half a wavelength. When an aperture is less than
half a wavelength in dimension, the transmitted energy dramatically
decreases. When the aperture is less than about 1/10 l, the transmitted
energy power is proportional to A = (a/l)4, where A is the area and a
is the radius of the aperture. In other words, the transmitted energy
deceases in proportion to the fourth power of the electrical aperture size.
A circular hole of diameter 1/100 l has an area that is 1/100 the area of
a hole of diameter l. However, the small hole transmits 1/100 ¥ (1/10)4

= 1 millionth (-120dB) of the power that the larger hole transmits. Holes
have very little effect if they are electrically small.

Mesh Shields and Faraday Cages

Due to the radiation limiting effects of small apertures, shields can be
made from a mesh of wires or from a metallic cage, as an alternative to
using a solid sheet of metal. From the results of apertures, you can
deduce that the holes in the mesh or cage should be considerably less
than half a wavelength for such shields to work properly. Moreover, the
mesh will be mostly transparent to signals with wavelengths smaller
than the mesh holes.

When the shield takes the form of a wire cage, it is often called a
Faraday cage, named after its inventor, Michael Faraday. The Faraday
cage principle is often used in the design of large satellite dishes as a
means of saving money and reducing weight; the reflecting dish is 
constructed from a wire cage instead of a solid piece of metal. The
spacing used for satellite dishes is often quite large, because the re-
flection does not need to be anywhere near 100%. The Faraday cage 
principle is also used where visual transparency is needed, as in the 
window of microwave ovens. Microwave ovens typically operate at 
2.45GHz (12cm wavelength). A typical microwave oven window shield
has apertures of radius a @ 0.5mm, corresponding to an electrical 
length of less than 1/100. Assume that this shield is made of copper 
and has a thickness of about 20mils. Further assume that there are 
N = 50 holes per cm2. The theoretical transmitted power of this shield
without the holes is about -3000dB. Without the holes, this shield 
is effectively ideal. You can now calculate the power transmitted in 
decibels from
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where Aholes is the ratio of the hole area to the total area of the shield,
Aholes = N ¥ pa2 @ 0.4. In other words about 40% of the shield is 
holes, and 60% is metal. Substituting the second formula into the first
gives

As a decent approximation, in the far field (10cm or so away from the
screen), the microwave power is reduced by five orders of magnitude.

An important limiting factor for mesh screens is the thickness of the
conductor portion in the mesh. Unless the frequencies are very high
(i.e., skin depth is small), as in the case of microwaves, the conductor
does not typically give the screen much depth. In such a case, the 
results given in the preceding paragraph, which assume a perfect shield-
ing material, cannot be used. A further limitation is that inside a 
piece of electrical equipment, the circuitry is often placed fairly close to
openings in the case. In other words, the far field approximation cannot
be used. A commonly used approximation (Ott, 1988) for such applica-
tions is

where l is the largest dimension of the aperture.
A metal honeycomb structure can be used for applications that

require robust shielding. The air intake for the fan of a product is an
example where a solid sheet of metal cannot be used, but where very
effective shielding may be necessary. A honeycomb or tubular shield can
be used in any situation to decrease the power that passes through an
aperture. For example, a single metal tube can be used to increase the
shielding of a small aperture. These tubular shields are really waveguides
operating below the cutoff frequency, a topic I will discuss later in the
chapter. If the aperture is much smaller than a wavelength, the shield-
ing effectiveness of a tubular aperture is approximately S = 16z/a, where
a is the radius size of the openings and z is the depth of the tube.

Gaskets

Another method for reducing the leakage through shield openings is to
fill the opening with metallic material. This technique works well for
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the seams where two pieces of an enclosure are fitted together. Several
companies sell a variety of shielding gaskets designed for this purpose.

NEAR FIELD SHIELDING OF ELECTRIC FIELDS

In the near field, the wave impedance is no longer solely dependent on
the intrinsic impedance of the air. Instead, the wave impedance is
mostly dependent on the type of source and how far away the source
is. For electric fields, the near field has a large electric component and
a much smaller magnetic component. The corresponding wave imped-
ance (ratio of electric to magnetic field) is very high. Since the wave
impedance inside conductors is conversely very low, conductors act as
excellent shields for electric near fields. Typically, sources of electric
fields have relatively high voltage and low current. In other words, the
sources themselves have high impedance. Dipole and monopole anten-
nas, sparks, and high-impedance circuits produce near fields that are
mostly electric. In the low-frequency limit (a DC electric field), electric
field shielding becomes perfect. The electric field shielding effectiveness
of copper shields is illustrated in Figures 9.6 and 9.7.

WHY YOU SHOULD ALWAYS GROUND A SHIELD

A shield does not need to be grounded to work. In fact, grounding a
shield does not increase or decrease its shielding properties. So why then
should shields be grounded? If the electronic device is completely
enclosed, battery operated, and has no external cables, the shielding
enclosure does not have to be connected to the circuit “ground” (i.e., the
circuit common or neutral). However, if there are any cables that leave
the box, an ungrounded shield can serve to capacitively couple signals
from outside the box to inside the box. Furthermore, an ungrounded
shield can act to couple signals between different circuits within the box
even if there are no external cables. This problem doesn’t diminish the
shielding effectiveness but it does cause crosstalk within the product
itself. Figure 9.8 demonstrates how this effect occurs. For these reasons,
all shields should always be connected to the circuit neutral.

For safety reasons, any product powered by a wall outlet (i.e., mains
voltage) should have its shielding enclosure connected to the ground-
ing plug (the third prong) of the outlet. If an internal short circuit occurs
whereby a high voltage comes into contact with the enclosure, the
ground connection will prevent the enclosure from being brought to
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high potential. Without such protection, a high voltage could exist on
the enclosure and cause a hazardous shock to anyone who happened to
touch it.

NEAR FIELD SHIELDING OF MAGNETIC FIELDS

Magnetic fields are not reflected very well by conductors. A magnetic
field has, by definition, a larger magnetic component than electric com-
ponent. Therefore, its field impedance is very small. The intrinsic im-
pedance of conductors is also small at low frequencies. Because the
impedances are similar, not much reflection occurs. Absorption shield-
ing must be used for magnetic fields. Consequently, to shield magnetic
fields effectively, the shield must be several skin depths thick.
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Figure 9.6 Electric-field shielding: reflected, absorbed, and
transmitted power for 10mil thick copper shield.



A shield’s absorption effectiveness is dependent on the electrical thick-
ness of the shield. The electrical thickness is most conveniently repre-
sented in terms of skin depths. Using the relationship, f = v/l, skin depth
can be expressed as
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Figure 9.7 Electric-field shielding effectiveness for 10mil thick
copper shield.

Figure 9.8 Comparison of ungrounded to grounded shields.
A circuit enclosed in an ungrounded shield (A) and the
equivalent circuit (B). A circuit enclosed in a grounded shield
(C) and the equivalent circuit (D).
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Hence electrical thickness is proportional to the square root of wave-
length. A shield with an electrical thickness of 1 skin depth will allow
e-1 ~ 36.9% of the incident radiation to be transmitted through the
shield. In terms of decibels, the shield’s effectiveness is 20log10[e1] dB @
8.7dB; in other words, the transmitted signal is 8.7dB less than the inci-
dent signal. The remaining radiation is absorbed. To create a good
absorption shield, the shield should have an electrical thickness of
several skin depths. The general equation for absorption loss is

where dl is the electrical thickness of the shield (i.e., the number of skin
depths).

Sources that have high current or low voltage produce near fields that
are predominantly magnetic. In other words, sources of low impedance
produce magnetic near fields. Motors and loop antennas are examples
of circuits that produce magnetic near fields. As you can see from Figure
9.9 and Figure 9.10, magnetic shielding becomes completely ineffective
as frequency goes to zero. At low frequencies, it is more practical to
divert and concentrate magnetic fields by using shield materials with
high permeability (such as iron or mu-metal) than it is to try to shield
via absorption loss or reflection.

WAVEGUIDES

There exist three basic structures for transmitting a signal from one loca-
tion to another: transmission lines, waveguides, and antennas. This
chapter covers waveguides. A waveguide is a device that does just what
its name implies—it guides radiated waves. Waveguides are typically
only used at high frequencies (microwave and higher) because the cross-
sectional diameter of a waveguide must be on the order of half a wave-
length or greater for the waveguiding process to take place. In other
words, the diameter must be electrically large for a waveguide to func-
tion. When the diameter is small, the radiation is cut off by diffraction
effects similar to the effects of electrically small apertures. In microwave
frequencies, waveguides take the form of hollow rectangular or cylin-
drical metal tubes. At light frequencies, waveguides take the form of
solid cylindrical glass tubes—fiber optics.

Essentially, a waveguide forces a wave to follow its path by causing it
to completely reflect at its boundaries. For example, suppose you con-
struct a long metal tube with a rectangular cross-section of inside dimen-

 A e dd= - [ ] @ ¥-20 8 6910log .l
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sions 2.84 inches by 1.34 inches (7.214cm by 3.404cm). These dimen-
sions are the standard dimensions for an S-band microwave waveguide.
Assuming that the plates are very well polished or are on the backside
of a glass plate, you could even use this tube to guide the light from a
laser or even a flashlight. Its operation is quite simple; if we think of the
lights as rays, the rays are continually reflected by the walls of the tube,
and they have net propagation only in the direction of the tube.

Cutoff Frequency

Since the metal tubes are good reflectors in microwave frequencies, 
you could place small antennas inside each end of the tube, and use 
it for a communication channel. For example, at 100GHz, a quarter-
wavelength monopole antenna has a wavelength of l = c/f @ 3mm.
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Figure 9.9 Magnetic-field shielding: reflected, absorbed, and
transmitted power for 10mil thick copper shield.



Therefore, it will be practical to place an efficiently radiating antenna
inside this waveguide. You could use this tube for transmitting at 
even lower frequencies, but as you tune the frequency below about 
2.078GHz, you will observe your reception strength rapidly diminish-
ing. At 1GHz, you would effectively have lost the ability to transmit
through the tube. The frequency below which transmission is cut off is
aptly called the cutoff frequency—2.078GHz in this example.

Multipath Transmission

There is an inherent problem with waveguide transmission, that of 
multipath transmission. If the waveguide aperture is much larger than
a wavelength, the transmitted wave can take many different angled
paths to get to the other end. Because each path has a different length,
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Figure 9.10 Magnetic-field shielding effectiveness for 10mil thick
copper shield.



the waves of each will take a different amount of time to reach the
receiving end. The outcome is that each path has a different effective
velocity from transmitting end to receiving end. This type of velocity 
is called group velocity. The group velocity is the velocity at which the
energy and information travel. If you try to send a signal from one 
end to the other, the power from the signal will split up and take many
different paths. Because the paths have different velocities, some parts
of the signal will arrive more quickly than others. The result is a signal
with many echoes or ghosts. The term ghosts and ghosting are used when
multipath occurs on a television set. You have probably seen this effect.
The TV program has a faint, out-of-phase image superimposed on the
normal image. This faint or ghost image is caused by some of the signal
power reflecting off an obstacle and then being picked up by the
antenna. The reflected signal travels a longer path and is delayed from
the main image. This effect can also occur with cable TV when the cable
transmission line is improperly matched, or if the cable has a defect in
it somewhere. Reflections in the transmission line cause a ghost image
to appear.

The process of multipath transmission is fairly easy to visualize for a
parallel plate waveguide because it reduces to a reflecting ray in two
dimensions. Tubular waveguides involve three-dimensional power flow
paths, which are not easy to visualize.

Waveguide Modes

In the previous section I implied that the waves can follow an arbitrary
reflecting path down the guide. This approximation can be used when
the waveguide cross-section is much larger than the wavelength.
However, in reality, there are only certain pathways that the waves can
travel. The different pathways a signal can take through a waveguide are
called propagation modes in electromagnetic terminology. Each mode has
its own angle of propagation down the guide and hence its own group
velocity. There are zero propagation modes below the cutoff frequency.
If you choose a signal frequency that is just above cutoff, one propaga-
tion mode is available for transmission. If you raise the frequency a 
little higher, a second mode appears, and then a third mode, and so on.
The modes form a series, and each mode has its own cutoff frequency
below which it cannot propagate. Waveguides are operated at the fre-
quency range just above the cutoff frequency of the lowest order mode.
In this frequency range, there is exactly one propagation mode. One
propagation mode correlates to one signal path and therefore no echoes
or ghosts.
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To explain why only certain modes are allowed, you need to learn
some more about the physics of reflections from conductors. Assume
that the conductor sheet is perfect or that it is several skin depths thick.
Since a wave can only penetrate a small depth into the conductor, only
a small amount of energy is transmitted to the conductor, and the rest
of the energy must be reflected. Therefore, if we make the walls at least
several skin depths thick, we get a good approximation of a perfect con-
ductor (in terms of its ability to reflect waves). You may wonder what
happens if the walls are too thin. In this case, the analysis used above
does not apply, and the waveguide will not work properly. Much of the
energy will leak out of the walls.

If a wave impinges upon the conductor sheet and is normally inci-
dent (at an angle of 90 degrees), reflection occurs that causes a stand-
ing wave. This standing wave is just like the standing wave that occurs
on a short-circuited transmission line. The electric field goes to zero at
the conductor surface and also in the air at every half wavelength from
the conductor surface. If the wave arrives at an angle other than 90
degrees, the incident wave and reflected wave also create a standing
wave. However, the placement of the nodes is now dependent upon the
angle as well as the wavelength. The nodes occur at distance,

and at every multiple of this distance. As the angle is brought to zero,
the nodes occur farther and farther apart.

Now consider two parallel conductor plates. In this case, both plates
require the electric field to be zero at their surface. In other words, a
standing wave node must occur at both plates. You have just learned
that for a node to occur after a reflection, it must satisfy an equation
that depends both on the angle of incidence and on the wavelength of
the signal. If the signal frequency is just above the cutoff frequency,
there exists only one angle for which this effect can occur, and the angle
is very close to 90 degrees.

Figure 9.11 demonstrates graphically how this process occurs. As the
frequency increases, other modes become available. For example, if you
double the frequency to half the wavelength of the wave in Figure 9.11,
there are now two angles at which the wave can propagate such that
the boundary conditions are met. As the frequency is increased (wave-
length reduced), more paths (modes) become available. Conversely, as
frequency is reduced, fewer paths are available. When the wavelength
becomes equal to the spacing of the plates, the wave must reflect at a
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90 degree angle to the plates for it to meet the boundary conditions at
the plates. At this angle, the wave just bounces up and down between
the plates without ever propagating down the tube. This wavelength
defines the cutoff wavelength (and cutoff frequency) of the guide. At
this wavelength, the structure forms a resonant cavity, which I discuss
later in this chapter. The fields of several waveguide modes are shown
in Figures 9.12, 9.13, and 9.14.

Incidentally, the modes are referred to by labels like TE1 or TM2. In
practice, unless the cross-section is very large compared to the wave-
length, two waves are excited for each mode. At any point in space, one
wave is traveling upward and one wave is traveling downward. The
upward and downward waves of each mode sum in such a way that the
resulting wave always has either the electric or magnetic field pointing
in a direction that is transverse (perpendicular) to the tube walls. The
TE/TM portion of the label refers to which of the fields (electric or mag-
netic) is transverse to the direction of propagation down the guide.
Every waveguide has a series of TE modes and a series of TM modes. The
numbers are integers that refer to the mode number. For example, TE1

refers to the first transverse-electric mode.

Waveguide Modes on Transmission Lines

For the most part, I have talked about true waveguides in this chapter
(i.e., tubes for guiding radiating waves). Except for the parallel plate
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Figure 9.11 Graphical determination of standing wave nodes
(dotted lines) by superimposing the incident and reflected waves.
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guide, these waveguides are characterized by the fact that there is 
only a single conductor—the walls of the tube. In fact, any of the two-
conductor transmission lines that have flat, plate-like, conductors can
also carry waveguide modes at high frequencies. In waveguide terminol-
ogy, the transmission line mode or circuit mode of these structures is
called the TEM (transverse electric and magnetic) mode. The TEM mode
is the only mode that can propagate at DC and at low frequencies. The
commonly used transmission line types that support waveguide modes
are coaxial cables, microstrip, and strip-line. To avoid multimode 
phenomenon, these transmission lines should only be used below the
frequency of the first waveguide mode. The first waveguide mode appears
between 10GHz and 100GHz for most coaxial cables. A coaxial cable
should not be used at or above this frequency. The microstrip and strip-
line transmission lines used on printed circuit boards also have frequency
limitations due to the onset of waveguide modes. Microwave engineers
and very high-speed digital designers (>10GHz) need to be aware of this
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Figure 9.12 Waveguide operating just above cutoff frequency 
(f = 1.0353 fcutoff , q = 15°).
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problem and use thin dielectric spacing between the trace and ground
plane that comprise the transmission line.

The Earth’s Waveguide

The Earth itself has its own waveguide—that formed by the ground and
the ionosphere. The ionosphere is a plasma (i.e., ionized gas) that acts
to reflect low-frequency radio waves such as those used in AM-band
radio, and for many amateur radio bands. The ground also acts as a
decent conductor for low-frequency radio waves. The ionosphere and
the ground thus form a curved “parallel plate” waveguide. Sometimes
you can receive radio broadcasts from extremely long distances because
the signal has reflected from the ionosphere and back down to the
Earth’s surface to your receiving antenna. This type of radio transmis-
sion is called skip-mode transmission. However, skip-mode transmission
is not very reliable because the ionosphere changes with weather,

WAVEGUIDES 201

Figure 9.13 Waveguide operating in the first mode (TE1 or TM1)
at twice the frequency of that in Figure 9.12 (f = 2.0706 fcutoff ,
q = 61.1°).
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season, and time of day. Typically, at night, frequencies under 2MHz
can propagate via skip mode. During the daytime, frequencies under 
10MHz can typically propagate via skip mode. For frequencies under
150kHz, the ionosphere is almost always an excellent reflector of waves,
and is mostly independent of atmospheric effects. Signals in this band
can propagate vast distances (thousands of miles) and are thus used for
navigation and time signal transmissions. For radio waves that are less
than 2MHz, the energy can also travel past line of sight via a ground
surface wave, as discussed in the next chapter.

Antennas for Waveguides

There are two common methods for exciting waves in hollow metal
waveguides. Both forms involve using the center conductor of a coaxial
cable as an antenna. Figure 9.15 shows the two basic antenna feeds 
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Figure 9.14 Waveguide operating in the second mode (TE2 or
TM2) at twice the frequency of that in Figure 9.12 (f = 2.0706
fcutoff , q = 15°).
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for waveguides. In the first example, the center conductor projects 
out past the outer ground and forms a monopole antenna. (Note that the
center conductor does not touch the top of the guide.) In the second
example, the center conductor extends out past the ground and then
loops back to connect to the ground, forming a simple loop antenna.

Evanescent Waves and Tunneling

When the cross-section of a waveguide has dimensions smaller than half
of a wavelength, waves cannot propagate. But the fields do penetrate a
small distance into the guide, diminishing in an exponential manner.
Such fields are called evanescent waves and are similar to the reactive
storage fields that occur around circuits. In optics, such evanescent
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 (b)

Figure 9.15 Waveguide feed examples using coaxial cable.
A) This feed system excites a wave via an electric monopole
antenna. B) This feed system excites a wave via a magnetic
loop antenna. In both figures, the outer conductor (shield)
of the coax is connected to the waveguide wall.



waves are referred to as frustrated waves. These waves have the interest-
ing property that they can propagate energy if they are short and if they
couple to larger regions. For example, consider a waveguide operating
at the fundamental mode. Now suppose you compress the metal wave-
guide within a small region such that the waveguide has a neck in it
that is smaller in cross-section than the cutoff wavelength of the oper-
ating signal. If this region is short enough, some amount of the energy
can actually couple through the evanescent region. This effect is
common to all wave phenomena. In quantum mechanics, such behav-
ior is referred to as tunneling. Quantum tunneling is often given a mys-
tical status, as if it only occurs in the quantum world. In fact, tunneling
is a universal wave phenomenon and in quantum physics is just a con-
sequence of the wave-particle duality of matter.

RESONANT CAVITIES AND SCHUMANN RESONANCE

Resonant cavities are similar to waveguides. Just as solid cavities, such
as organ pipes or glass bottles, support sound resonance, metal cavi-
ties support electromagnetic resonance. The resonant frequency of a
metal cavity is simply the frequency whose wavelength corresponds to
the dimensions of the box or cavity. A wave is set up inside the box
whose nodes (points of zero amplitude) lie on the walls of the box. 
Resonant cavities are used in the microwave band for creating res-
onators for oscillators and filters. I have even heard stories of amateur
radio operators using metal garbage cans as resonant cavities in the high
VHF band!

The Earth itself forms a resonant cavity. The ground and the ionos-
phere of the entire planet form a giant spherical cavity whose resonance
is at about 10Hz. This resonance is called Schumann resonance after its
discoverer. This resonant cavity can be excited by lightning strikes. A
lightning strike is basically a giant spark. As such, it is a transient phe-
nomenon, producing a pulse containing many frequencies. You could
in theory use this resonance to track lightning strikes; however, actual
lightning tracking systems currently in use utilize the higher, waveguide
frequencies of the Earth in the range of 1kHz to 1MHz.

FIBER OPTICS

Another method for guiding waves is the use of solid dielectric tubes.
Typically such guides are made from glass fibers and/or plastics. The
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fibers usually are constructed from two slightly different materials. The
inner portion of the fiber, called the core, consists of a material of high
dielectric constant. In optics, we typically refer to the index of refrac-
tion instead of the dielectric constant. The two parameters describe the
same material property. The index of refraction, n, is simply the square
root of the relative dielectric constant,

The outer portion of the fiber, called the cladding, consists of a mate-
rial of slightly lower dielectric constant. The boundary of the two mate-
rials is an impedance boundary, where reflections take place. If the angle
is slight, all of the incident light is reflected. This phenomenon is quite
familiar to most people. Looking straight ahead at water or glass, you
see little reflection. However, at an angle, the reflected light is great.
Glass rods or fibers can also be used for guiding radio waves, but at these
frequencies, metal guides are more practical and are used instead. The
application of dielectric rods for guiding radio waves was actually
studied as early as 1910, long before the laser was invented.

The problem of multimodes occurs in fiber optic guides in addi-
tion to metal guides. The multimode problem is overcome in fiber optic
communication because information is sent in on/off pulses of laser
light. The effect of multimodes causes the pulse to broaden or disperse,
but communication is still possible, as long as enough time is provided
between pulses.

LASERS AND LAMPS

The laser provides a very narrow bandwidth of waves and can be turned
on and off very quickly (at GHz to THz rates) allowing extremely high
data rates. Multimode fibers also allow for lasers of several different
wavelengths (slightly different color) to transmit and receive on the
same fiber. Such techniques are called wavelength division multiplexing
(WDM). At present, hundreds of wavelengths can be transmitted on the
same fiber.

The laser can be thought of as an optical oscillator. Whereas radio
equipment and digital systems use transistors to produce a single 
frequency, the laser uses quantum transitions of electrons in semicon-
ductors, which occur at exact frequencies. Such light is referred to as
coherent light (single frequency and in phase) in optical literature.
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In contrast to lasers, incandescent lamps are “noise.” Their light is
produced by random thermal agitation of the electrons in hot materi-
als. As such, the light of lamps is broadband in frequency and random
in phase. Animal vision is based on average intensity of the light. Our
eyes utilize only the amplitude of the light, and not the phase. The mix
of different wavelengths has the effect of producing the different colors
of our visual perception.
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10 CIRCUITS AS GUIDES FOR
WAVES AND S-PARAMETERS

In the previous chapter, I mentioned that waves do not propagate well
in conductors. They attenuate down to miniscule levels after traveling
a few skin depths. Keep in mind that the conductor actually becomes
more lossy at higher frequencies because the current must travel through
a smaller cross-sectional area. High-voltage power lines often use multi-
ple parallel wires for each phase partly because of the skin effect. At 
60Hz, the skin depth is about 8mm. By splitting the current into several
wires, you get more surface area for an equal amount of copper. Such
an arrangement, called conductor bundling, minimizes costs for pro-
ducing a low-resistance cable. Having several wires for each phase also
helps reduce corona effects because the fields are not as concentrated.
The reduction of corona losses is the main reason for the use of con-
ductor bundling. The technique of conductor bundling is also used for
winding RF transformers. Special wire, called Litz wire, is used to reduce
problems associated with the skin effect (higher resistance and induc-
tance). Litz wire consists of several enameled conductors bound and
twisted together. By coating each wire with a dielectric, the effective
surface area is increased.

Electromagnetic waves also travel extremely slowly in conductors:

where d is the skin depth in meters. In air, electromagnetic waves,
whether 60Hz power line waves, light waves, or radio waves, travel at
about the speed of light in a vacuum, 3 ¥ 108 m/sec or 670 million
miles/hour. In copper at 20Hz, electromagnetic waves travel at about 
2m/sec or 4 miles per hour! To be clear, I am talking about the waves,
not the electrons. (As mentioned in Chapter 2, the electrons travel 
even slower, with average drift velocity of about 1.7 miles/hour 
in copper.)

Take the example of a telephone line. Assume that the phone
company is three miles from your house, and the phone company sends

 v f= ¥2p d
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the signal to ring your phone. (The ring signal is a 20Hz sine wave in
North America.) This signal will take about forty-five minutes to travel
the three miles through copper. In addition, the wave will be attenuated
to immeasurable levels. Experience tells you that something must be
wrong with the calculations, but I assure you they are quite correct.
What is wrong is the assumption that the electromagnetic wave travels
from source to destination on the inside of the wire. In reality, the wave
travels at the surface of the wires and in between the wires. There is, of
course, a wave inside the conductor, but this wave actually propagates
inward from the surface of the wire. Moreover, the wave travels very
slowly into the wire and attenuates due to the skin effect. The wave will
propagate a considerable distance down the wire, perhaps even the
entire 3 miles to the phone, in the same time that it takes for the wave
to reach the center of the wire.

From measurements, we know that waves travel at about the speed
of light on transmission lines, and that the wavelength along transmis-
sion lines is on the same order as that in air—further proof that signals
are not carried on the inside of the wires, but at the wire surfaces and
in between the wires. The actual function of the wires is to guide the
wave energy between the wires. The wave travels along the surface and
penetrates inward. The myth of electricity traveling through the wires
like water through a pipe is really just that, a myth. Of course this myth
is very useful for electronic circuits. Trying to design and analyze cir-
cuits with the techniques of electromagnetics would be very cumber-
some, but understanding what actually happens in the circuits at high
frequencies is very important.

SURFACE WAVES

Surface waves are another phenomenon common to all wave types.
Surface waves occur at the boundary between two materials and travel
along the surface. Moreover, the energy of surface waves is concentrated
in the space close to the boundary. Water waves, such as ocean waves, are
a familiar example of surface waves. Acoustic waves in solids can also
form surface waves. The propagation of earthquake waves along the
surface of the earth takes the form of a surface wave called a head wave.
Surface acoustic wave (SAW) devices are very important in many wireless
applications because they are compact and can operate into the 
GHz frequency range. Such devices utilize acoustic waves that travel
along the surface of a piezoelectric material, typically quartz, and can be
excited via electronic signals applied to specially designed electrodes.
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Many types of electromagnetic surface waves exist. One type of surface
wave occurs when an antenna is placed over a conducting surface such
as copper. Such a wave has an orientation as shown in Figure 10.1. The
wave is propagated via the lateral movement of charge at the surface.
Inside the conductor, the electrical field is mainly horizontal and the
current flows along these lines. Outside the conductor, the electric field
is mainly vertical, caused by the charged regions in the wave.

There is no net transportation of charge in this process. After 
each cycle, the charge ends up at the place where it started. A salient
feature of the surface wave is that the majority of the current is within
one skin depth of the surface. The currents in the conductor dissipate
wave energy as heat, in accordance with Ohm’s law. Although there is
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Figure 10.1 1MHz surface wave on copper, traveling to the
right (top). Closeup of wave at copper surface (bottom).



no net movement of any charge, at any given moment there is dis-
placement of charge. Hence there are regions of positive, negative, and
neutral charge. It is these regions of net charge that cause the vertical
field lines outside the conductor.

The magnetic field points in the same direction in both the air and
the conductor. The magnetic field is parallel to the boundary and points
directly into or directly out of the page, depending on whether the
current is flowing to the left or to the right, respectively. This wave is
propagating to the right at a speed very close to the speed of light. The
conductor slows it down a small amount and the speed varies slightly
with frequency,

where the approximation is valid for good conductors. For copper, the
wave travels at essentially the speed of light. Even at 100GHz, the speed
is 99.99999% of the speed of light. As it propagates, the wave carries
energy with it to the right. At the same time, it also propagates energy
down into the conductor where it is converted to heat by the flowing
currents.

This type of surface wave is produced by radio antennas and pro-
pagates along the surface of the Earth, as shown in Figure 10.2. Such a
wave is often called a Zenneck wave or a Norton wave, named after two
of the men who produced some of the initial theoretical work. In 1907,
Zenneck proposed that such a wave explained the discovery of radio
waves that could travel tremendous distances around the globe. It was
later found that extremely long-range radio communication was due 
to radio waves reflected by our planet’s natural ionosphere/ground 
waveguide. Nonetheless, such surface waves do indeed occur along 
the Earth’s surface. Norton was one of the researchers who developed
the full, correct equations for the surface wave produced by an antenna
above the Earth.

The Beverage or Wave antenna, invented in 1923 by an amateur radio
operator, is an antenna that is specially adapted to transmit and receive
surface waves along the Earth. This type of antenna consists of a hori-
zontal wire close to the ground. Such an antenna must be several wave-
lengths long to operate effectively, and placed close to the ground (less
than 0.1l). The wave is transmitted (or received) in the same direction
as the wire, as opposed to transmitting broadside to the antenna like a
half-wavelength dipole. The Wave antenna can function efficiently up
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to about 2MHz. There has been much controversy concerning the oper-
ation of the Wave antenna. A proper treatment is given in King (1983).

SURFACE WAVES ON WIRES

A similar type of surface wave can be excited on a single cylindrical 
wire. Contrary to popular belief, a single wire can serve to transport 
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Figure 10.2 1MHz surface wave on soil, traveling to the right.
The arrows in the air represent about 10 times the magnitude
of the arrows in the soil.



electrical signals! Let me be very clear about this; I am not referring to
“ground return” circuits that use the ground as a second conductor for
signal transmission as in early telegraph and telephone systems. I am
referring to a Sommerfeld-Goubau wave, which is guided by a single wire
without coupling to ground or any other conductors. This type of wave
can be excited by extending a single wire from the center conductor of
a coaxial cable. At the end of the coaxial cable, the shield can be flared
into a cone to facilitate launching the wave onto the single wire. A re-
ciprocal setup can be used at the receiving end. The wave has the same
characteristics as the surface wave on a plane, except that it encircles
the wire. It travels along the surface of the wire and propagates energy
along the wire, as well as propagating some energy into the wire. Here
again, the energy that propagates into the wire is dissipated as heat, and
its penetration into the wire is thus limited by the skin effect. This type
of wave was heavily investigated during the 1950s in hope of creating
long distance transmission lines with half the amount of copper. The
idea failed to be practical, however, because the signals were dramati-
cally affected by the environment surrounding the wire. Birds sitting on
the wire disrupted signals, and rain and dirt caused terrible amounts of
attenuation. The wire must also be extremely straight, or the signal is
radiated away. Nonetheless, the fact that such a wave can be produced
is still amazing to ponder.

COUPLED SURFACE WAVES AND TRANSMISSION LINES

Traditional transmission lines in practice consist of two or more con-
ductors. In a two-wire transmission line, one wire is typically designated
the signal wire, and the other is designated the return or ground wire.
Surface waves also provide the transport of the signal and its associated
energy for these structures and for all electronic circuits in general. This
wave consists of two cylindrical surface waves, one in each conductor,
which are closely coupled to one another. For proper operation (i.e.,
single mode, low radiation) of a transmission line, the wires must be
placed closed together (much less than a wavelength in spacing), so that
the surface wave can couple via the near field. The surface waves also
serve to create regions of net positive and negative charge, which creates
a wave between the conductors. The wave between the conductors is
usually called a TEM (transverse electric and magnetic) wave because its
components are both approximately perpendicular to the direction of
propagation. Barlow and Cullen (1953) is a good reference for explor-
ing the detailed derivation of the relation between surface waves and
the coupled surface waves of transmission lines.
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Like other surface wave structures, transmission lines carry the power
in the air (or dielectric) between the wires. As the wave travels along 
the wires, it also propagates power (at a very slow speed) into the wires
where it dissipates via the wire resistance. The depth of penetration into
wires is determined by the skin depth, as described in Chapter 9. The
velocity of the wave along the wire is affected by the resistance of the
wires and by the leakage conductance between the wires. It can be cal-
culated from the per length parameters of the transmission line. If the
losses are small, the velocity can be approximated by

where R is the wire resistance, G is the dielectric conductance, L is the
line inductance, C is the line capacitance, and c¢ is the speed of light in
the dielectric. Notice the similarity between this equation and the
surface wave equation for velocity.

How a Transmission Line Really Works

As an example of how the surface waves propagate energy along the
transmission line, refer back to the example of a battery connected to a
transmission line via a switch, as given in Chapter 8. Before the switch
is closed, positive charge will have built up on the left side of the switch.
On the right side of the switch, negative charge will have built up in
exact opposition to the positive charge. To keep things simple, assume
that the mobile charge carriers are positive charges. When the switch is
closed, the positive charges to the left of the switch propagate across 
the connection abruptly. These charges undergo a pulse of acceleration,
producing a field kink (Figure 5.5C) that propagates away from the
charges at the speed of light. Being in the near field, the positive charges
on the lower conductor experience this pulse as a very strong force, as
shown in Figure 10.3. Notice that the field in the pulse region is directed
to the left. Thus, positive charges in the bottom wire will now be
abruptly accelerated to the left. These charge send out their own field
kink, which pushes the charges on the top conductor to the right. In
effect this is a reinforcing feedback system; consequently, the charge
movement in the two wires quickly becomes strongly coupled. The 
pulse wave progresses away from the switch and down the transmission
line, carrying a wave of energy toward the load. Keep in mind that 
since waves propagating through the bulk of the wire travel very slow
and experience rapid attenuation, the charge movement described
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Figure 10.3 A) A pulse traveling down a transmission line.* The
direction of current is shown by the gray arrows. The top
charge moves to the right; the bottom charge moves to the
left. The black arrows show the electric field caused by each
moving charge. As you can see, the fields of each charge
reinforce the movement. (The charges are assumed to be
positive [+] for simplicity.) The charges carry this pulse of
energy to the right. B) The electric field lines after steady state
has been established. Inside the wire, the electric field lines
point in the direction of the current. The wave impedance
between the wires of the transmission line is equal to the
characteristic impedance of the line. The wave impedance in the
neighborhood of the load resistor is equal to the resistance of
the load. To see an “end-on” view of the field surrounding the
load, refer to Figure 2.15.
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*This is an exaggerated diagram, as it shows the electric field from a far-field per-
spective. The coupling actually takes place via a near-field coupling, and the “kinking”
of the field has a much more subtle appearance. However, the conceptual framework
of this figure is correct.



occurs at the surface of the wires. Furthermore, the wave energy is
carried in the field kink between the two wires. The initial wave can
actually reach the load before it reaches the center of the conductor.

As the wave travels along, the ratio of the voltage to current is equal
to the characteristic impedance of the line. When the wave reaches the
end of the transmission line, the wave impedance changes because here
the ratio of the voltage to current is determined by the impedance of
the load. In the same way that freely propagating waves, such as light,
reflect when an impedance boundary is encountered, so too is this
coupled surface wave reflected.

Transmission Line Modes and Waveguide Modes

Although transmission line modes (the waves of ordinary electronic 
circuits) and waveguide modes are both fundamentally guided waves,
there is an important difference between the two types of waves. The
transmission line modes can propagate energy at any frequency, includ-
ing DC. To propagate energy down to DC, transmission line modes 
can occur only on structures with two or more conductors. Transmission
line modes are also characterized by near field (nonradiating) coupling
of energy. For a transmission line to operate, the conductors must be
placed electrically close together, so that near field coupling can take
place. If this rule is not followed, the transmission line becomes an
antenna.

On the other hand, waveguides can only propagate energy above their
cutoff frequency, which is determined by the waveguide geometry and
cross-sectional dimensions. The cross-sectional dimensions must be large
enough to allow a radiating wave to propagate inside the guide. The wave-
guide works by forcing a radiated wave to travel through the guide by
reflecting the wave at the waveguide boundaries. Because the waveguide
works via reflection, it can take many forms: closed single-conductor
metal tubes, dielectric fibers, two-conductor systems with flat surfaces
such as coaxial cable, and microstrip, as well as other types. Simply stated,
transmission lines propagate waves via coupling of near field energy, and wave-
guides propagate waves via reflections of radiated energy.

LUMPED ELEMENT CIRCUITS VERSUS 
DISTRIBUTED CIRCUITS

At high frequencies parasitics start to dominate the behavior of lumped
circuit elements such as resistors, transistors, capacitors, and induc-
tors. As the wavelength of the signal becomes small enough to be 
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comparable in size to the devices, lumped element design becomes
impossible. On printed circuit boards, state of the art, surface mount
device (SMD) technology allows for designs to reach frequencies of
several GHz. As components become even smaller, this frequency limit
will increase. Inside integrated circuits (ICs), devices can be made that
are several orders of magnitude smaller than the smallest discrete com-
ponent. Devices with dimensions of less than 1 micron (10-6 meters) can
now be manufactured. These tiny devices have pushed the frontier of
electronics into the terahertz range.

An alternative to miniaturization techniques is the use of distributed
element design techniques. Such techniques are commonly used at
microwave frequencies, where lumped discrete elements are not avail-
able. The microwave frequency range is formally defined as 300MHz to
300GHz, which corresponds to wavelengths of 1m to 1mm. In modern
practice, the frequency range from 300MHz to 1GHz is usually referred
to as UHF, with the term microwaves being reserved for frequencies above
1GHz. Frequencies above 100GHz are often referred to as millimeter
waves, and frequencies above 300GHz are referred to as submillimeter
waves or far-infrared. With the advent of surface mount devices, dis-
tributed microwave techniques are typically not necessary unless you
are designing above 1GHz.

Figure 10.4 shows examples of distributed design techniques. Each of
these examples is based on the use of microstrip transmission lines. A
microstrip transmission line is the commonly used transmission line on
printed circuit boards for both RF and digital applications. It consists of
a copper trace placed over a ground plane. The first example shows the
creation of a series capacitance by placing a small gap in a microstrip
trace. The second example shows inductive coupling (i.e., a transformer)
by placing two microstrip transmission lines in close proximity. The
third example shows a band pass filter constructed from transmission
lines. The center trace is exactly a quarter wavelength at the resonant
frequency. The input and output are inductively and capacitively
coupled to the resonant piece in the middle. Like most distributed res-
onators, the center trace is also resonant at every harmonic of the fun-
damental frequency.

l/8 TRANSMISSION LINES

Another distributed technique is the use of l/8 length transmission lines
in place of lumped elements. In Chapter 7, you learned that l/4 trans-
mission lines had special properties that transform a short to an open and
vice versa. Transmission lines of length l/8 also have special properties.
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A short-circuited l/8 transmission line behaves as an inductor of value L
= Zo/2pf. Similarly, an open-circuited l/8 transmission line behaves as a
capacitor of value C = 1/(2pf ¥ Zo). This technique can be used for creat-
ing parallel capacitors and inductors by connecting a l/8 transmission
line stub to the main transmission line (Figure 10.5). In general, the char-
acteristic impedance of the stub is not the same as the characteristic
impedance of the main line. Instead, the stub impedance is set to produce
the proper capacitance or inductance. Notice that both equations are
dependent on the frequency of operation. Being a distributed technique,
l/8 transmission lines are a narrow band technique, which can only be
used in the frequency range near the frequency f0 = c/l.

S-PARAMETERS: A TECHNIQUE FOR ALL FREQUENCIES

When you start working with distributed circuits, transmission lines,
waveguides, antennas, and other high-frequency elements, the tradi-
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Figure 10.4 Distributed circuit techniques with microstrip
transmission lines. Each figure shows the top view of the
physical layout. A continuous ground plane is placed below each
circuit.
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tional circuit techniques of Kirchhoff’s voltage and current laws either
lose their utility (e.g., transmission lines) or have no applicability (e.g.,
waveguides). One method that can be universally used is the direct
application of Maxwell’s equations. This technique is indeed used in
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Figure 10.5 Distributed circuit elements using l/8 stubs. A)
Microstrip capacitor using an open stub, and its equivalent
circuit. The stub width determines the capacitance. 
B) Microstrip inductor using a shorted stub, and its equivalent
circuit. The stub width determines the inductance.
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Microstrip inductor using a shorted stub, and its equivalent 
circuit. The stub width determines the inductance.
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electromagnetic circuit simulators, some of which can actually extract
circuit parameters from 3D models. However, obviously the use of
Maxwell’s equations is much too cumbersome for most analysis.

To analyze electromagnetic devices at virtually any frequency, the
technique of “scattering” parameters, commonly called S-parameters,
was invented. The technique of S-parameters uses the concept of wave
propagation for describing devices. The S-parameters relate to the reflec-
tion and transmission coefficients of the device, relative to a given char-
acteristic impedance. Since electronic devices are typically frequency
dependent, S-parameters for a device will be, in general, a function of
frequency. S-parameters are also based on the concept of ports. Each
device is characterized by its number of ports. Resistors, capacitors,
antennas, and voltage sources are examples of one-ports. Transmission
lines, waveguides, amplifiers, and filters are examples of two-ports. For
circuits, each port corresponds to a wire pair leaving the device. For
devices in general, each port corresponds to an input/output interface
to the device.

One-port devices can be classified into two types: loads and sources.
A one-port load has one parameter, S1, which is just equal to the voltage
reflection coefficient,

where Z is the impedance of the device. A one-port source is defined by
two parameters: the reflection coefficient, S1, and the amplitude of the
source voltage wave, Vs. For an AC circuit voltage source of voltage Vsupply,
the source voltage wave is the value of the output voltage when the
source is terminated with a load impedance equal to the source imped-
ance. The resulting relation is simply

The S-parameters for a two-port device form a 2 ¥ 2 matrix,

The coefficients S11 and S22 are the reflection coefficients at port 1 and
port 2, respectively. The coefficient S12 is the transmission coefficient
from port 2 to port 1 (backward gain). The coefficient S21 is the 
transmission coefficient from port 1 to port 2 (forward gain). For an
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Figure 10.6 The directional coupler and examples of its use.
Don’t take the port names literally; the names are meaningful
only when a signal is applied to port 1.
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amplifier, S11 and S22 correspond to the input and output impedance,
respectively. Parameter S21 specifies the gain of the amplifier, and para-
meter S12 is zero. You need to be careful of the tendency to oversimplify
the use of two-port S-parameters. For example, parameter S11 specifies
the reflection coefficient when both ports are terminated by impedance
Zo. Whereas for an amplifier, the termination at port 2 may not have
much effect on the reflection at port 1, for devices such as transmission
lines the reflection at port 1 is very much dependent on the termina-
tion impedance at port 2. Methods for calculating reflections and for
converting two-port S-parameters into two-port impedance matrices can
be found in most books on microwave engineering. Pozar (1998) is a
great book covering a broad range of microwave techniques, including
S-parameters and distributed circuited design. Artech House publishes
an extensive series of microwave design texts. Good simulation software
is a must for microwave engineering. Refer to the end of this chapter
for a list of software companies and their web sites.

THE VECTOR NETWORK ANALYZER

The vector network analyzer (VNA) is the most commonly used 
instrument at high frequencies. The term “network analyzer” can be
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Figure 10.7 Implementation of a microstrip directional coupler,
specifically a 90 degree quadrature hybrid. The input is split
equally between the two outputs. The lower output is 90
degrees out of phase with the top output.
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very misleading. In this context, network refers to an interconnection
of electronic elements. In modern terminology, the term network usually
refers to a computer or telephone network. However, when microwave
engineering was developed (mostly in the 1940s), the term network 
was mostly used to describe “networks” of electronic components. It is
important to keep in mind that a network analyzer has nothing to do
with computer networks.

Now that I have explained what a VNA is not, I will explain what a
VNA is. The VNA is an instrument that measures the S-parameters of 1-
port and 2-port devices. Typically the S parameters can be displayed on
a log-frequency scale or in a Smith chart format. Some VNAs can even
convert reflection coefficients into their corresponding impedances. By
the way, the term vector refers to the fact that a VNA measures both the
amplitude and phase of the S-parameters.

The network analyzer works by sending a voltage wave into the device
under test, and then measuring the reflected voltage wave to compute
G = S1. For a 2-port measurement, the VNA first applies a signal to port
1, then measures the reflected voltage wave at port 1 to compute S11 and
measures the transmitted voltage wave at port 2 to compute S21. The
process is then repeated at port 2 to compute S22 and S12.

Crucial to the operation of the network analyzer is a device called a
directional coupler. This device acts like a multiplexer, in that it splits the
single bidirectional port of the device into a separate input and output.
Figure 10.6 should clarify this concept.

The directional coupler allows the VNA to apply a voltage wave and
measure the returning reflection without the two waves being super-
imposed. At microwave frequencies, directional couplers are usually
created from transmission lines or waveguides. Examples are shown in
Figure 10.7.
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At lower frequencies, directional couplers can be created using trans-
formers, LC circuits, or active amplifier circuits. The telephone com-
panies actually use a directional coupler for voice signals from your
telephone. These directional couplers are usually referred to as 2-wire/4-
wire hybrids. A standard, plain old telephone service (POTS) telephone
line is just a twisted pair of wires. The outgoing signal (your voice) and
the incoming signal (the voice of the other person) are carried on the
same pair of wires. The wave for each signal travels in a different direc-
tion. At the telephone company’s side of the line, your voice signal is
converted into a digital signal for transmission through the telephone
network. In a reciprocal manner, the digitized signal of the other person
is converted into an analog signal and sent down the phone line to your
house. It is the hybrid that converts the 2-wire telephone line into a pair
of 2-wire circuits (4-wire circuit)—one for the input signal going to the
digital-to-analog-converter and one for the output signal coming from
the analog-to-digital converter. Figure 10.8 shows the block diagram of
the telephone line hybrid. Figure 10.9 shows a circuit implementation
of the telephone hybrid.
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11 ANTENNAS: HOW TO
MAKE CIRCUITS THAT
RADIATE

In Chapter 5, I discussed how and why circuits radiate, without any
regard to practical implementation of antennas. This chapter covers how
to make circuits that radiate efficiently. In Chapter 5, I based the results
on an ideal line of current. In practice, circuits usually have a return
current that flows in the opposite direction of the signal current. For
example, in a two-wire transmission line, the two wires are parallel with
signal current flowing in one direction and return current flowing in the
opposite direction. There is a field between the wires and in the imme-
diate vicinity of the wires, but at far distances, the fields from the two
wires tend to cancel one another. The result is that very little radiation
occurs. There are two basic ways to create an antenna from a transmis-
sion line. One method results in an electric dipole and the other method
results in a magnetic dipole.

THE ELECTRIC DIPOLE

To create a half-wavelength dipole, start with an open-circuit transmis-
sion line of length equal to l/4, as shown in Figure 11.1. Applying a
voltage to the line creates a standing wave, and the input impedance
appears (ideally) as a short circuit. With this geometry, very little radia-
tion occurs. Now imagine that you take the ends of the transmission
line and expand the wires outward 90 degrees. A standing wave still
occurs on the line, with current going to zero at the ends. However, now
the current in the wires travels in the same direction, producing a very
efficient radiator, a l/2 dipole. Since power is continually propagated
from the antenna, the input resistance is no longer zero. There is now
a resistance of (ideally) Rinput = 73ohms, and the power transmitted is

P = V ¥ I = I2 ¥ Rinput

Since the antenna has an open-circuit form (high-impedance), the near
field is dominated by the electric field.
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THE ELECTRIC MONOPOLE

A monopole antenna is half of a dipole antenna. If a monopole is placed
vertically above a conductor, such as the Earth, the conductor acts as a
reflector and creates an image of the other half of the dipole. For a
monopole to work most efficiently, the circuit ground should be con-
nected to the conductor used for reflecting. The radiation pattern of the
monopole above the ground has the same shape as the upper half of
the pattern of a vertical dipole. Furthermore, the radiation resistance is
exactly one half the value of a dipole of twice the length of the mono-
pole. For example, a l/4 monopole has half the radiation resistance of
a l/2 dipole:

THE MAGNETIC DIPOLE

The twin to the electric dipole is the magnetic dipole. To create a full-
wavelength magnetic dipole, start with a short-circuited transmission

R Rmonopole dipolel l4 20 5 73 2 36 5= ¥ = =. . ohms
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Figure 11.1 A dipole antenna can be created by pulling apart
an open-circuit transmission line. The arrows denote the
direction of current, and the dotted lines indicate current
magnitude.
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line of length equal to l/2. Applying a voltage to the line creates a stand-
ing wave, and the input impedance appears (ideally) as an open circuit.
The next step is to pull the wires apart to create the maximum area
between them, as shown in Figure 11.2. The maximum area is produced
when the wires are pulled apart to form a circle, although square loops
also work well. The currents in the wire no longer cancel each other.
Instead, the current flows in a circular motion. Since the antenna forms
a short circuit, in the near field the field is dominated by the magnetic
field. The magnetic dipole is commonly called a loop antenna. The 
radiation resistance of the full-wavelength is (ideally) about 100ohms.

RECEIVING ANTENNAS AND RECIPROCITY

An important property of antennas is the law of reciprocity. The law of
reciprocity states that the transmission and reception properties of an
antenna are equal. An antenna that transmits efficiently will also receive
efficiently. Characteristics such as antenna pattern and feeding imped-
ance are the same regardless of whether the antenna is in a transmit-
ting or receiving circuit. Because of this law, two-way devices such as
cell phones can use the same antenna for transmitting as well as for
receiving.

RADIATION RESISTANCE OF DIPOLE ANTENNAS

As I discussed in Chapter 5, the amount of power that an antenna 
radiates is a function of the electrical length of the antenna. A 1MHz
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Figure 11.2 A loop antenna can be created by pulling apart a
short-circuit transmission line. The arrows denote the direction
of current, and the dotted lines indicate current magnitude.
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(AM radio) electric dipole antenna that is 150m long radiates the same
amount of power as a 100MHz (FM radio) electric dipole that is 1.5m
long. The equivalence stems from the fact that both antennas have the
same electrical length, l/2. The radiating efficiency is usually expressed
in terms of a quantity called radiation resistance. The power emitted by
an antenna can be calculated by taking the product of the radiation
resistance and the average current on the antenna,

P = Iantenna ¥ Rradiation

It is important to keep in mind that the current on antennas is not nec-
essarily the same at different points along the antenna. Just as with long,
unmatched transmission lines, the current on antennas can form stand-
ing waves. For example, the current on a dipole must go to zero at the
ends because the ends are unconnected.

For electrically small antennas, the radiation resistance of an electric
dipole is proportional to the second power of the electrical length of the
antenna.

The radiating efficiency from magnetic dipole antennas is also a func-
tion of electrical size of the loop. For a loop antenna, the radiation 
resistance depends on the area of the loop, and is therefore proportional
to the fourth power of the electrical length of the loop circumference.
Figures 11.3 and 11.4 compare the radiation resistance of electric and
magnetic dipoles as a function of electrical size.

FEEDING IMPEDANCE AND ANTENNA MATCHING

Just as the input impedance of a transmission line depends on length,
so does the input impedance of an antenna. The input impedance that
an antenna presents to the amplifier or transmission line feed is not 
necessarily equal to the radiation resistance.

An electric dipole behaves like an open-circuited transmission line,
in that it has a capacitive input impedance when its length is electri-
cally short (l < l/2). At resonance (l ~ l/2), its impedance is purely real,
with the resistance relating to the radiated power. The resonant point
occurs at a length slightly less than l/2 because of end effects—the ends
of the antenna have parasitic effects that cause the antenna to act
slightly larger than it is. A decent rule of thumb is to design an antenna
about 2% to 5% smaller in size for the electrical length desired. Above
resonance, the electric dipole has an inductive input impedance. The
impedance is purely real at every l/2, and switches between capacitive
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and inductive impedance on either side of these nodes. In addition, the
real portion of the feeding impedance does not always equal the radia-
tion resistance. The radiation resistance is transformed similarly to the
way a transmission line transforms impedance.

The law of maximum power transfer (Chapter 7) requires that the
antenna must be conjugate matched to the feeding transmission line 
(or amplifier if the line is electrically short) for maximum power to be
exchanged between the amplifier and the antenna. In other words, the
reactive portion of the antenna impedance must be cancelled with 
equal and opposite reactance and the real portion should be converted
to the transmission-line/amplifier impedance using an impedance
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Figure 11.3 Radiation resistance versus electric dipole length.
Below a half wavelength, the radiation resistance is proportional to
L l

2 (the square of the electrical length). Power radiated can be
determined using P = I ¥ Rrad

2 .
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Figure 11.4 Radiation resistance versus magnetic dipole
circumference. Below a wavelength, the radiation resistance is
proportional to C l

4. Power radiated can be determined using P =
I ¥ Rrad

2 . This plot assumes a constant current around the loop, and
loses accuracy above a half wavelength. However, the general
behavior of large loop antennas is similar.

matching network. The large input impedance at multiples of l makes
these lengths hard to match.

The magnetic dipole behaves like a short-circuited transmission line.
When its length is electrically short, it exhibits an inductive input
impedance. At resonant length (circumference = l/2), the antenna
exhibits a purely real input impedance. Similar to the shorted l/4 trans-
mission line, this impedance is large, typically 2kohm to 5kohm. Above
resonance, the input impedance is capacitive. At the first harmonic res-
onance (circumference = l), the input impedance is real again, and then
changes back to inductive impedance when the length is slightly larger



Figure 11.5 Feed (input terminal) impedance of an electric
dipole as a function of antenna length. For reference, the
radiation resistance is shown as a solid line. At a half
wavelength, the feed impedance is equal to the radiation
resistance. At a wavelength, the feed impedance has a large
inductive reactance and the feed resistance is substantially
larger that the radiation resistance. Feed impedance is also
highly dependent on the wire radius of the antenna. The plots
show feed resistance for two different ratios of length to
radius.



than l. The full-wavelength magnetic dipole has a low feed impedance
of about 100ohms, about equal to the radiation resistance. For this
reason, large magnetic loops are usually designed with the circumfer-
ence equal to l instead of l/2. The loop antenna is not exactly resonant
at C = l, but at a slightly longer length, typically 5% to 10% longer than
a wavelength. The feed impedance of electrically large magnetic loops
is extremely difficult to calculate because of a complex standing wave
that exists on the loop. Plots are given in Johnson (1993). The mathe-
matical theory can be found in King and Harrison (1969), Collin and
Zucker (1969), and Lo and Lee (1988). The feed impedance is also very
dependent on the ratio of loop circumference to the wire radius of the
wire gauge used in the loop. Example feed impedances are given in Table
11.1.

ANTENNA PATTERN VERSUS ELECTRICAL LENGTH

Antennas do not radiate equally to all directions. The directional depen-
dence of antenna radiation is aptly called the antenna pattern. An elec-
tric dipole that is 1/2 l in length or smaller exhibits a fairly simple
antenna pattern. The most power is radiated in the direction broadside
to the antenna; that is, perpendicular to the antenna’s length. The power
decreases with decreasing angle such that at zero degrees, no power is
radiated. In other words, no power is radiated in the direction of the
end points. This behavior is fundamental to charges moving along a
line. Referring to Figures 5.5D and 5.6B, you can see that no power is
radiated in the direction that the charge moves. Figure 11.6 shows the
three-dimensional plot of the radiated field power of a half-wavelength
dipole.
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Table 11.1 Calculated Characteristics of Loop Antennas of
Various Sizes

Circumference Feed Resistance Feed Reactance Radiation Resistance

0.1l 0.80W +i 110W (inductive) 0.020W
0.5l 5000W -i 2500W (capacitive) 12W
1.0l 106W -i 90W (capacitive) 117W
1.14l 150W i 0W (resonant) 125W

Ratio of loop circumference to wire radius was 950 :1. Wire was assumed to be perfectly 
conducting.



In small antennas, the current goes to zero only at the end points. In
large antennas with electrical length greater than l, other points of zero
current appear. These locations of zero current that occur at intermedi-
ate distances along the antenna are standing wave nodes like those
found on transmission lines. These nodes of zero current correspond to
directions in which no radiation is received. The resulting antenna has
regions, called lobes, of reception, which are separated by the nodes.
Figure 11.7 shows the antenna pattern for electric dipoles of various
lengths.

The magnetic dipole also exhibits an antenna pattern that is depen-
dent on its electrical length. At small electrical lengths the majority of
the power is radiated around the axis of symmetry. To understand what
the axis of symmetry is, imagine a bicycle wheel. The axis of symmetry
is the axle of the wheel. The radiation from the antenna is most promi-
nent in the direction of the spokes that emanate from the axle. For elec-
trically small loops, the radiation is zero in the direction of the axis of
symmetry (in the direction of the axle).

As the loop is increased, a standing wave of current is created around
the loop. The standing wave is quite complicated in form and causes
the radiation pattern to lose its symmetry. The other interesting effect

ANTENNA PATTERN VERSUS ELECTRICAL LENGTH 237

Figure 11.6 The 3D radiation pattern of a half-wavelength
dipole antenna, shown in both horizontal and vertical
orientations.



of the standing wave is that it causes radiation to be emitted broadside
to the loop (in the direction of the loop’s axis of symmetry). Figure 11.8
shows the three-dimensional radiation patterns of loops of three differ-
ent electrical sizes. Finally, the radiation from loop antennas contains
waves of different polarizations.
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Figure 11.7 Radiation patterns for electric dipoles of various
electrical lengths. In each case, the antenna is driven with 1A. The
current on the antenna is shown for lengths of 1/2 and 3/2. The
center plot shows the end-view pattern for all lengths.
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POLARIZATION

When an electromagnetic field travels in space, its electric field and 
magnetic field components are transverse to the direction of propagation
and are at 90 degree angles to one another. Even with these limitations,
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Figure 11.8 Radiation patterns for magnetic loop antennas of three
electrical sizes (given in terms of circumference). The top row shows
the antenna with feed from each view.
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the field components have 360 degrees of freedom in terms of which
direction the fields point. The antenna geometry determines the direc-
tion of the fields. For an electric dipole, the electric field will be polarized
in the direction of the dipole wire. The magnetic field is polarized at a
right angle to the electric field. Magnetic dipole antennas polarize the
magnetic field in the direction created by the axis of symmetry.

For antennas on Earth, antenna polarization is usually described as
either horizontal or vertical in reference to the surface of the Earth. For
instance, the monopole radio antenna of a car is vertically polarized,
but dipole antennas like those typically used on indoor FM radio
receivers are typically mounted horizontal to the ground, implying 
horizontal polarization. The broadcast antenna may or may not be of
the same polarization as the receiving antenna. If the polarization of the
transmitted wave and the receiving antenna is opposite, 3dB of signal
power is lost. Thus, for maximum reception, you should orient your
receiving antenna to match the polarization of the transmitted wave.
AM radio is always vertically polarized because large monopole towers
are used. In the case of AM antennas, the wavelengths are so long that
the tower is actually the antenna. In other words, the entire tower is
electrified and acts as a giant monopole antenna. FM and TV broadcasts
can be vertically, horizontally, or circularly polarized. A circularly polar-
ized wave contains both vertical and horizontal polarized waves in 
equal proportions. The wave produced is called circularly polarized
because the polarization rotates as the wave propagates. Circularly polar-
ized waves can be received equally well by both vertical and horizontal
dipole antennas.

The Indoor FM Radio Antenna

Horizontal mounting of FM-band indoor antennas is most often sug-
gested because the reflectivity of the ground is typically better for hor-
izontally polarized waves than it is for vertically polarized waves (see
Chapter 15). Thus, at far distances from the broadcast antenna, the hor-
izontally polarized wave has greater power than the vertically polarized
wave. However, there is one major problem with horizontally mount-
ing an FM dipole antenna, and that is the antenna’s pattern (refer back
to Figure 11.6). When you horizontally mount an FM antenna on the
wall inside your home, the antenna will properly receive signals from
directions perpendicular to the wall, but will receive no signals from
directions parallel to the wall! The result is that you get great reception
for signals from certain directions and terrible reception for signals from
other directions. Since you cannot rotate the direction of your living
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room wall, you have to be very lucky to have all your stations in direc-
tions perpendicular to the wall mounting. Another option, which I have
found to work quite well, is to mount the FM dipole vertically on your
wall. Be sure to place the vertical mounting l/3 (~3 feet) or higher above
the ground to limit ground effects (described in the following section).
Of course, a better solution would be a rotating horizontal dipole
antenna, which could be directed toward the broadcast station. A Yagi-
Uda antenna, described later, is even better.

EFFECTS OF GROUND ON DIPOLES

For most antenna applications, the antenna is placed within the vicin-
ity of the Earth’s surface. Because the Earth is a conductor, the antenna
pattern is affected by the presence of the Earth. A monopole antenna is
designed to be placed over a ground, but dipole antennas are designed
to operate in free space. The Earth affects the feeding impedance, 
radiation resistance, and the antenna pattern of dipole antennas. The
effects are greatest when the antenna is close to the ground, and grad-
ually diminish as the antenna height above the ground is increased.
Figures 11.9 and 11.10 illustrate some of the ground effects on dipole
antennas. The figures assume a perfectly reflecting ground. Any real
ground is, of course, far from being a perfect conductor. Furthermore,
the ground resistance varies from place to place and also varies with fre-
quency. Hutchinson, Kleinman, and Straw (2001) contains a map of the
typical ground conductivity as it varies across the United States. Refer
to Chapter 15 for the frequency variation of a typical ground.

The l/4 Monopole Antenna

The vertical monopole antenna or “whip” antenna is a commonly 
used alternative to the dipole antenna. It consists of a single wire that
extends from a coaxial transmission line. The signal wire is connected
to the monopole wire, and the ground shield is left unconnected or is
connected to ground. When the antenna is mounted within close 
electrical distance to the ground, the l/4 monopole acts very like the 
l/2 dipole. This antenna length is resonant, although it is slightly less
efficient than the l/2 dipole. The ideal vertical monopole has a radia-
tion resistance of 36.5ohms, as compared to 73ohms of the dipole
antenna. To ensure good performance of the monopole antenna, a metal
plate or metal mesh can be placed below the monopole, creating a good
conducting reference. The ground wire of the driving circuit is then 
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Figure 11.9 Feed/radiation resistance and feed capacitance for
l/2 electric dipoles versus height above ground.



EFFECTS OF GROUND ON DIPOLES 243

Figure 11.10 Antenna patterns for a l/2 horizontal electric
dipole at various heights above a perfect ground. Heights are
given in terms of wavelength. The antenna was assumed to have
Ohmic resistance of 5ohms, corresponding to heat loss in the
antenna.
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connected to the plate. Another method for virtual ground referencing
is the use of ground radials, also known as ground counterpoise, which 
are electrically long wires that extend radially from the base of the
antenna. As an alternative to using long radials, several l/4 radials can
be used and pointed downward at an angle of 45 degrees. By angling
the radial downward the radiation resistance is increased to about 
50ohms, making the antenna more efficient and easy to match to 
standard 50ohm coaxial cable.

The 5/8 l Monopole Antenna

The 5/8 l monopole antenna is used for antenna applications where the
goal is transmission/reception of maximum power in the direction



broadside (perpendicular) to the antenna. The 5/8 l monopole antenna
has an antenna pattern with a single lobe, which is fairly narrow and
concentrates the antenna signal. So, although it doesn’t produce largest
total power, it is an efficient radiator that delivers the highest percent-
age of power in the broadside direction. The exact theoretical value for
this condition is 2/p ¥ l = 0.64 l, but the approximation of 5/8 = 0.625
l is most often used.

The Car Radio Antenna

The antenna on most cars is used for both AM and FM band reception.
This antenna is usually a monopole vertically mounted on the car
chassis. The ground lead of the car antenna is connected to the car
chassis at the antenna. The chassis acts like a virtual ground for the
antenna, allowing for good reception. The length of the monopole is
typically about 75cm, which is a quarter wavelength at the center of the
FM band (87.9MHz to 108.1MHz). The same antenna is also used 
for AM radio reception. The AM band spans the frequency range of 
0.540MHz to 1.610MHz. At the center of the AM band, the 75cm
antenna has an electrical length of about 0.004 wavelengths. The rela-
tive power that it receives is about 35dB to 40dB less than that of the
antenna in the FM band. In addition, the antenna has a capacitive feed
impedance at the AM frequency range. Therefore, the AM receiver
includes an inductor in series with the antenna feed so as to cancel the
capacitance of the antenna and provide the maximum power transfer
from antenna to receiver. The signal is then connected through a step-
down transformer, which reduces the effective input impedance of the
electrically short antenna, also allowing for greater power transfer.

WIRE LOSSES

When current is carried by a transmission line, some power is lost in
the wires of the transmission line in addition to that delivered to the
load. With antennas, the current that creates the radiation also causes
resistive losses in the antenna itself. The resistive losses limit the 
efficiency of the antenna, causing some of the input power to be lost as
heat. The way to reduce the resistive losses is to use thicker wire for the
antenna. The thicker wire has less resistance, leading to smaller Ohmic
losses. From Figure 11.5, you can see that the wire radius transforms 
the feed impedance of the antenna. The thickness of the antenna 
wire also has an effect on the radiating behavior of the antenna. For a
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dipole, increasing the wire thickness also reduces the radiation resistance
very slightly. In summary, the wire radius contributes three effects: it
adds heat losses, changes the feed impedance, and changes the radia-
tion resistance.

SCATTERING BY ANTENNAS, ANTENNA APERTURE, 
AND RADAR CROSS-SECTION

A receiving antenna captures a certain amount of the radiation 
incident in its vicinity, but how much? The most common method for 
defining the amount of radiation an antenna intercepts is the use of
effective cross-section. In this method, you calculate the effective area
of the antenna as if the incident radiation consists of rays, like the 
rays of geometric optics. For rays of light, the cross-sectional area is
simply equal to its area. The concept is familiar to us. If a distant light
is shown on an opaque object, the region behind the object will be in
shadow. The cross-sectional area of the shadow is the same as the 
cross-sectional area of the object. Since the width of the dipole antenna
is always much smaller than a wavelength, the methods of geometrical
optics cannot be used. However, the amount of radiation captured by
an antenna can be calculated or measured. From the calculated/mea-
sured value, an equivalent cross-section can be determined. For example,
a simple l/2 electric dipole, terminated into a matching impedance, 
has an effective cross-sectional area of 0.13 l2. This area can be approxi-
mated by a l/2 by l/4 rectangle or by an ellipse with major axis 
diameter of l/2 and minor axis diameter of 0.34 l. This area relates to
the amount of power absorbed in the load, presumably the receiving
amplifier. The l/2 electric dipole also scatters or reradiates an equal
amount of radiation. Now consider an electric dipole of arbitrary length
(l), terminated in a matched load with l << l/2. Its effective cross-section
is approximately 0.119 l2, and it also reradiates an amount equal to what
it absorbs. What about dipoles that are not connected to a matched
load? If a short is placed across the leads of a l/2 dipole, then no power
is delivered to the load, but the antenna collects radiation with a (scat-
tering) cross-section of 0.52 l2 and reradiates all of this power. The
shorted dipole is equivalent to an unconnected metal rod of length l/2.
This concept is important to understand; a conducting rod by itself in space,
without any connecting circuitry, can collect and reradiate a large amount of
power. This energy is large when the rod is at a resonant length, and very
small when at a nonresonant length. The scattering cross-section of
objects is closely related to radar cross-section, which quantifies the
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amount of radiation reflected from a source “illuminated” by a radar
pulse.

DIRECTED ANTENNAS AND THE YAGI-UDA ARRAY

Antenna elements without connecting wires are used in certain multi-
element antennas, and are called passive elements. As you have just
learned, such passive antennas can capture and re-emit radiation. When
passive elements are placed within the near-field of an active antenna,
the behavior of the active antenna can be enhanced.

Consider a l/2 dipole with a passive rod placed to the side of it as
shown in Figure 11.11. If the passive rod is placed in the near field, cou-
pling between the active and passive elements will result. If the passive
element is slightly larger than the active element, it will act like a reflec-
tor. If the passive element is slightly smaller than the active element, it
will act as a director. In both cases, the pattern of the antenna is mod-
ified so that there is gain in a specific direction, as shown by the figure.

To produce even better results, you can construct an antenna con-
sisting of a l/2 dipole, with both a reflector and director. Such an
antenna is called a Yagi-Uda antenna, named after the two Japanese
researchers who invented it in the 1920s. Yagi-Uda antennas and their
variants are used very often as receiving antennas, because you can point
the antenna in the direction of the transmitter to receive several dB of
gain in signal strength over a simple dipole. In addition to the gain
achieved, unwanted signals are attenuated because the antenna pattern
shrinks in directions other than the direction to which it is pointed.
Yagi-Uda antennas are often used for both transmitting and receiving in
fixed location radio systems, such as weather stations. Because the posi-
tion of the transmitting antenna at the weather station, and the posi-
tion of the receiving antenna where the data is analyzed, never change,
a Yagi-Uda antenna provides an easy method for improving signal
strength.

TRAVELING WAVE ANTENNAS

All of the electric antennas considered so far are of the standing wave
variety. Each of these antennas is conceptually created by opening 
up an open-circuit antenna. The open-circuit characteristic causes the
antenna to be unmatched, leading to the standing waves. If an antenna
is matched at one end, a traveling wave antenna is created. The result
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is that the entire antenna pattern is bent toward the terminated end of
the antenna. A common use of this phenomenon is the use of an elec-
trically long monopole antenna terminated via a resistor connected to
the Earth. Traveling wave antennas are sometimes called nonresonant
or terminated antennas.

ANTENNAS IN PARALLEL AND THE FOLDED DIPOLE

Electric dipole antennas can be placed in parallel to produce more 
radiation. In fact, two electric dipoles placed in close proximity create a
near field coupling that produces radiation power that is a factor N2

greater than a single dipole, where N is the number of dipoles.
The folded dipole, shown is Figure 11.12, is another common and

simple antenna. At first glance, the folded dipole looks like a transmission
line, and therefore does not seems to be a good radiator. However, the 
key to the folded dipole is the feeding of the antenna. It is fed at a break
in the one line at the center of the structure. Another way of looking at it
is as a loop, with a circumference equal to lambda, that has been squeezed
into a slender form. At low frequencies, where the folded dipole is elec-
trically small, this antenna is a very poor radiator because the current in
the parallel wires tends to cancel each other as in a transmission line.
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When the antenna is electrically large, the currents in the two parallel
wires become in phase. At resonance, this antenna acts like two closely
spaced dipole antennas, quadrupling the total radiation. The novel feed
connection thus allows the transmission line to behave like two parallel
dipoles in the neighborhood of resonance. It has an antenna pattern
similar to a standard electric dipole, but radiates more efficiently with a
radiation and feed resistance of Rradiation = Rdipole ¥ N2 = 73 ¥ 22 = 292ohms.
The folded dipole is often used as an indoor VHF TV antenna.

MULTITURN LOOP ANTENNAS

I have focused on electric antennas, because these antennas are used
most often in practice. One reason is that loops tend to take up more
space than electric dipoles. However, the loop antenna can actually save
space in low-frequency radio applications, where wavelength is tremen-
dous. For instance, the wavelength at the center of the AM radio band
is about 300m. Creating an electrically long antenna at this wavelength
is not feasible, except for the broadcast companies. An alternative to 
the use of an electrically short monopole, like that of the car radio, is
the use of a multiturn loop antenna. Multiturn loop antennas have the
useful property that radiation power increases with N2, where N is the
number of turns in the antenna. In other words, the radiation resistance
of a multiturn loop antenna is N2 ¥ Rloop, where Rloop is the radiation resis-
tance of a single loop. The electrically short multiloop antenna is com-
monly used in portable radios for AM reception. Most portable AM/FM
radios have two antennas, a telescoping monopole antenna for the FM
band and an internal multiturn loop antenna for the AM band. There-
fore, if you wish to improve the reception of an AM radio station, fid-
dling with the telescoping monopole will not do you any good. On the
contrary, you should rotate the orientation of the whole radio when
looking to improve AM reception! By rotating the whole radio, you are
rotating the internal AM loop antenna. The AM antenna usually con-
sists of a many turn (N ~ 100) loop of wire around a ferromagnetic or
ferrite rod. The ferrite rod serves to concentrate the local magnetic field
to enhance the reception by a factor mr, where mr is the relative perme-
ability of the ferrite. Because the AM band frequencies are relatively low
(~1MHz), the ferrite is low-loss. Such antennas are commonly called
loop stick antennas, because they consist of many loops of wire around
a ferrite stick.

There are many other types of antennas, including broadband anten-
nas such as those used for roof-mounted TV reception, but with an
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understanding of the basics of antenna operation, these other more
sophisticated designs can be easily understood. Kraus (1988) is a great
theoretical book on antennas, considered the bible of antenna design.
King and Harrison (1969) covers advanced antenna theory in the 
most complete manner. Straw (2000) and Carr (2001) are useful books 
covering practical antenna design and antenna construction aimed at
amateur radio applications.
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12 EMC

PART I: BASICS
Designing circuits that meet product requirements is the primary goal
of electronics. Designing circuits that can function in the real-world
environment of radio interference, static electricity, lightning, power-
line (60Hz) interference, and so on without failure or damage is a 
secondary but equally important goal. Not only do products have to
withstand the interference of other circuitry, they are also limited by law
in the amount of interference they are allowed create. The study and
resolution of such problems falls under the discipline of electromagnetic
compatibility (EMC). In the past, interference problems were often
referred to as radio-frequency interference (RFI) or electromagnetic inter-
ference (EMI). EMC is the modern term used to describe the need to
both withstand interference and limit the production of interference,
which is emphasized by the word “compatibility.” The discipline of EMC
also includes analyzing electrostatic discharge (ESD) and lightning prob-
lems. Products need to be compatible with their environment. In the
United States, the Federal Communications Commission (FCC) regulates
EMC. In most of Europe, EMC requirements are now regulated by the
European Union (EU). Other regulations include those of the Interna-
tional Committee on Radio Interference (CISPR Publication 22) and the
U.S. military standards (MIL-STD-461).

SELF-COMPATIBILITY AND SIGNAL INTEGRITY

A related issue to EMC is that of self-compatibility, or making sure that
different circuits within a product do not interfere with one another.
There are no laws governing self-compatibility, but without it your
product may not function as intended. In digital systems, the term 
signal integrity is used to describe the analog aspects of digital signals.
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Digital signals are ideally square waves, but in high-speed systems, they
can be quite different from the ideal.

Real digital signals are limited by finite rise times. Oscillations, often
called ringing, can occur due to transmission line reflections and para-
sitic reactance in components, including the transistors themselves.
Other common effects are overshoot/undershoot and shelves (nonmo-
notonic behavior). Signal integrity of digital signals can be adversely
effected by poor layout of the printed circuit board, by lack of proper
handling of transmission line effects, by cross-coupling from other
signals, or by overloading a driving circuit. In the high-speed digital
systems of today’s world, digital designers must have some understand-
ing of radio-frequency effects and of how layout of the circuit can affect
the digital signals. When the signal integrity of digital signals becomes
poor, the signal can be read improperly at the input, producing signal
glitches. Digital logic is based on thresholds that determine which state
the signal is in (high or low). Effects such as ringing can cause a signal
to be misinterpreted by the input logic. At this point the analog problem
has become a digital problem. Figure 12.1 shows various aspects of high-
speed digital signals and how errors can arise.

FREQUENCY SPECTRUM OF DIGITAL SIGNALS

The frequency spectrum of digital signals is probably the most impor-
tant topic in understanding signal integrity for digital systems. As I have
mentioned throughout this book, higher-frequency signals produce
higher radiation. The largest contributing factor to the high-frequency content
of digital signals is the rise time (and fall time). Rise time has a much greater
effect than does how often the signal changes (e.g., clock frequency).
Rise times are the real culprit of most digital problems, not the clock
frequency. The frequency spectrum of digital signals is broad in range.
For a clock (a repetitive digital signal of exact period/frequency), the
spectrum (see Figure 12.2) consists of a spike at the fundamental 
frequency of the clock and at all the odd harmonics of this frequency.
This spectrum contains high-powered harmonics up to the equivalent
frequency of the rise time,

Cross-coupling between two parallel signal traces is a common
problem in digital systems. While this is a near-field effect (as opposed
to a radiation effect), it also increases with frequency, as I will describe
shortly. When the layout is poorly designed, the near field of signals can

f trise time rise= 0 34.
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extend further than necessary. Such fields are sometimes called stray
fields. Transmission line ringing can also exacerbate the crosstalk/radia-
tion problem. As I emphasized in Chapter 7, transmission line effects
become apparent in digital systems when the rise time is close to or less
than the time it takes for the signal to travel down the transmission line.
Limiting transmission line effects not only helps to produce proper

FREQUENCY SPECTRUM OF DIGITAL SIGNALS 253

Figure 12.1 Examples of digital signaling anomalies. Digital
devices have three distinct input voltage regions: low, high, and
transition. The output is undefined while the input is in the
transition region. Any nonmonotonic behavior in the transition
region can cause output glitches. Nonmonotonic behavior in the
transition region can also lead to metastability, where the
output remains in an undefined state for an extended period of
time.
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Figure 12.2 Some digital signals and their frequency spectra.
The frequency spikes occur at the clock frequency and odd
harmonics of the clock frequency. The rise time determines how
fast the harmonics decay, and thus determines the overall shape
of the curve.
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signals, but also limits radiation effects caused by the high-frequency
ringing signal.

CONDUCTED VERSUS INDUCED VERSUS 
RADIATED INTERFERENCE

In EMC literature and EMC regulations the mechanisms of electromag-
netic interference are divided into two categories, conducted and radi-
ated. Historically, this categorization has been used in the regulations
and, unfortunately, it continues today. I use the word “unfortunately”
because both near-field coupling and far-field radiation are lumped
under the term radiated emissions. While experts in electromagnetics are
quite familiar with the difference between near-field coupling and far-
field emissions, the vague terminology in EMC regulations tends to
confuse those who are trying to learn the basic concepts. As I explained
in Chapter 5, near-field energy is stored, not radiated. Furthermore,
when you couple to the near-field of a circuit, you not only pick up
unwanted electromagnetic energy, you also alter the operation of that
circuit by extracting and/or redirecting energy that was otherwise being
stored in the neighboring air. The Yagi-Uda antenna, as discussed in
Chapter 11, exemplifies this phenomenon; it is constructed by placing
two unconnected wires in the near field of a dipole antenna. This con-
fusing EMC emissions terminology leads people to say ridiculous things
like, “preventing 60Hz radiation.” Radiation at 60Hz is never encoun-
tered on Earth because you must be over a thousand miles from the
source to even get to the edge of the near field. Interference at 60Hz is
caused by near-field coupling. In general, large stray fields can often be
eliminated by using uniform transmission lines and by avoiding trans-
mission line discontinuities.

I use the terms induced interference for near-field coupling and radiated
interference for far-field radiation. This distinction is not purely acade-
mic. There are many practical differences between how induced and
radiated interference occurs. Recall how electromagnetic shields behave
in different types of fields. In the near field, electric fields are reflected
by a thin metallic shield quite well, whereas magnetic fields readily pen-
etrate metallic shields unless the shield is several skin depths thick. The
far-field behavior of shields is different from both magnetic and electric
near-field behavior.

Similar effects occur in how circuits pick up near-field electromag-
netic energy. Whereas radiated waves always maintain the impedance
of air and are therefore always electromagnetic, near-field waves are



usually dominated by one component, electric or magnetic. Circuits will
pick up radiated energy if they contain antenna-like elements: loops 
or dangling monopole or dipole antennas. The most energy will be
absorbed when the circuit impedance is matched to the self-impedance
(feeding impedance) of the antenna. Induced energy coupling has 
different characteristics. High-impedance circuits are very susceptible to 
interference from electric near fields, and low-impedance circuits are very sus-
ceptible to interference from magnetic near fields. Furthermore, circuits with
unconnected metal conductors of large size are more susceptible to elec-
tric fields, and circuits with large loops are more susceptible to magnetic
fields. Both types of induced interference increase when the two circuits
are brought closer together.

From these facts, you can conclude that if you want to create a mag-
netic field meter, you should use a loop or multiturn coil of wire, con-
nected to a current amplifying circuit that has very low impedance.
Coupling to a magnetic field can be thought of as coupling to a series
voltage source, with series source inductance. The source inductance is
the mutual inductance of the two circuits. If you want to create an elec-
tric field meter, you should use a metal plate or dangling wire that is
connected to a high-impedance voltage amplifier. Coupling to an elec-
tric field can be thought of as coupling to a shunt current source, with
a parallel source capacitance. The source capacitance is the mutual
capacitance. Near fields that are equal in electric and magnetic fields can
be thought of as a superposition of electric and magnetic fields; that is,
they do not give rise to any new behavior.

The induced interference is also dependent on frequency. The energy
in the near field is, perhaps surprisingly, mostly independent of fre-
quency. However, the effects induced into a second circuit are propor-
tional to how fast the field changes (i.e., proportional to the time
derivative of the field). High-frequency signals and signals with rapid
rise times do not create larger energy in the near field, but they do cause
larger induced currents and voltages in any nearby circuits. To summa-
rize, near-field interference increases with larger fields, higher frequen-
cies, and shorter distances.

The equivalent circuit for capacitive coupling (induced interference)
and the resulting induced circuit voltage are shown in Figure 12.3. The
analogous results for magnetic coupling are shown in Figure 12.4.

The third type of interference is conducted interference. Conducted
interference consists of unintended signal energy that leaves a product
through its cables. For example, high-frequency energy can couple to
the power supply and escape the product by traveling out on the power
cord. From that point the interference energy can couple to other prod-
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ucts directly through the power line. The high-frequency signals that
have escaped a product via cabling may also radiate quite readily from
the cable. Conducted emissions are controlled mainly by filtering and
proper grounding practices.

CROSSTALK

Crosstalk is the unintended induced (near field) coupling of two circuits
or transmission lines. In contrast to interference, the term crosstalk is
typically reserved for such coupling that takes place within the same
product. It is probably fairly obvious that components containing coils
(inductors, transformers, motors) are predominated by inductance and
therefore give rise to a predominantly magnetic near field. Similarly,
capacitors are predominated by capacitance and give rise to a predom-
inantly electric near field. What about cables and PCB connections (i.e.,
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Figure 12.3 Electric field (capacitive) coupling and
equivalent circuit.
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transmission lines)? The determining equation for the character of the
near field surrounding transmission lines is surprisingly simple:

where R is the terminating resistance on the line and Zo is the charac-
teristic impedance of the line. If a is small (a << 1), the near field is pre-
dominantly magnetic. If a is large (a >> 1), the near field is
predominantly electric. If a is an intermediate value (a ~ 1), the near
field is electric and magnetic. Because transmission lines are two-port
devices, there is a terminating resistance at both ends, Rs and RL. There-
fore, a must be computed at both ends of the transmission line. If a is
very different at the two ends, then the near field character will transi-
tion from one end of the line to the other. Usually it is the load end

a = R Zo
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that is of concern, but source end–induced crosstalk can propagate to
the load as well.

Consider the case of two signals on a ribbon cable or two parallel
microstrip traces on a PCB. Because of capacitive and inductive coupling
that occurs between the lines, a signal on one line can couple to the
other line even though there is no metal (galvanic) connection between
the transmission lines. The end result is that part of the signal leaks into
another circuit where it acts as noise and can cause errors. Crosstalk can
occur via electric or magnetic fields or via a superposition of both. You
can determine the character of the coupling by multiplying the near-
field coefficients of the two transmission lines, acrosstalk = a1 ¥ a2. If acrosstalk

is less than 1, the crosstalk takes place through magnetic (inductive) cou-
pling. If acrosstalk is greater than 1, the crosstalk takes place through elec-
tric (capacitive) coupling.

PART II: PCB TECHNIQUES

CIRCUIT LAYOUT

A schematic diagram shows components and their interconnections in a
logical sense. In other words, a component may be placed to the left of
another component on the schematic, but the physical placement of
the components may be completely different. The companion to the
schematic diagram is the layout diagram. A layout diagram is the blue-
print of the physical product, showing the actual placement of compo-
nents and the physical connections between them. Modern electronic
circuits are constructed on printed circuit boards (PCBs). PCBs are con-
structed from layers of dielectric with copper traces for components and
connections. The simplest PCB is a single layer of dielectric with copper
traces on top and bottom. Components are placed on the top and can
also be placed on the bottom of the board. Layers of dielectrics can be
stacked and pressed into a sandwich. These inner layers are used as addi-
tional space for signal routing. Components, of course, can only be
placed on the outer (top and bottom) layers. It is not uncommon for
PCBs to comprise ten or more signals layers. Connections between
signals on different layers are made with vias, which are simply metal-
plated holes. Any high-speed or RF PCB should also include layers
reserved for ground and power. These ground and power planes are
simply sheets of copper that span the entire area of the circuit board.
The use of such planes allows transmission lines to be created on the
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PCB. Sometimes the outer layers are used solely for components, with
the remaining area being covered with grounded copper. In such boards,
all signaling occurs on the inner layers, and the outer grounding layers
serve as a shield for the board.

PCB TRANSMISSION LINES

Proper use of transmission lines is the key technique to reducing un-
wanted parasitics, radiated emissions, emission susceptibility, and cross-
talk. In other words, proper use of transmission lines is the most important
design tool for maintaining EMC and signal integrity. Electronics designers
should not view EMC as something that can be handled with shields,
ferrites, and so on. Although these techniques are useful, they work
more as a remedy than as a cure. Because of the importance of trans-
mission lines, it is paramount for electronics designers, EMC engineers,
and layout engineers/technicians to have a good understanding of PCB
transmission lines. Figure 12.5 shows the common PCB transmission
lines. Microstrip is one of the most common, so I will focus my discus-
sion on microstrip. The other types of PCB transmission lines exhibit
very similar behavior to microstrip.

The exact equations for characteristic impedance and wave velocity
of microstrip transmission lines are very complex because the wave
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energy travels partly in the dielectric of the PCB and partly in the air. 
I will therefore cover the formulas in only a qualitative manner. For the
formulas, refer to Pozar (1998), Johnson (1993), or Paul (1992). The char-
acteristic impedance of microstrip lines is proportional to the thickness
of the dielectric between the signal trace and the ground plane. This
parameter is called the height, h, of the trace above the ground plane.
The characteristic impedance is inversely proportional to the width of
the copper trace, and is inversely proportional to the square root of the
relative dielectric constant. These three relations can be combined into
a single formula as

An important characteristic of this formula is that the impedance scales
with size. In other words, if you have a 50ohm line, and you shrink the
width by 1/2, you then can reduce the height by 1/2 to produce a smaller
line that still has an impedance of 50ohms. For this reason, RF PCB
layers need to be thin, or the 50ohm traces are unreasonably wide.

There is an even simpler way of understanding how characteristic
impedance depends on geometry, using the general relation for charac-
teristic impedance:

Making a trace wider reduces inductance in the same way that it reduces
the resistance of the trace. Furthermore, the microstrip trace and ground
plane together form, in effect, a plate capacitor, and by increasing the
width of the trace, you increase the effective area of the capacitor.
Because C = eA/d, the capacitance is increased. Using the general rela-
tion for Zo, you can see that both effects cause a reduction in the char-
acteristic impedance.

In contrast, if you increase the distance between the trace and the
ground plane, the capacitance goes down, and the inductance goes up.
Therefore, increasing the height causes an increase in the characteristic
impedance.

Wave velocity is a function of the dielectric constant of the material
the energy travels through. For microstrip, the energy is split between
the PCB dielectric and the air, and thus the velocity takes a value inter-
mediate to the values in the dielectric and air. The most common dielec-
tric for PCBs is called FR4, a fiberglass-resin laminate (the FR stands for
flame retardant). The dielectric constant (er) of FR4 is between 4.0 and
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4.6 depending on the exact manufacturing materials and process. As a
consequence, the velocity of microstrip traces on FR4 is between 47%
and 100% of the speed of light, c. For traces on inner layers, the veloc-
ity is exactly

Recall, from Chapter 1, the fundamental relation between velocity
and wavelength, l = v/f. Therefore, the wavelength of a signal on a PCB
trace is less than that in air. This fact must be taken into account when
determining electrical length of transmission lines. Signal delay along
PCB transmission lines is also affected by the velocity. The delay, tdelay,
can be expressed in two equivalent ways,

where l is the length and ll is the electrical length of the transmission
line.

Eagleware (www.eagleware.com) sells a very useful computer applica-
tion, TLINE, that can find the necessary trace width for a given charac-
teristic impedance. It also calculates important parameters such as
wavelength, velocity, and maximum useable frequency.

THE PATH OF LEAST IMPEDANCE

One of the most fundamental relations taught in basic circuit theory is
that current follows the path of least resistance. At high frequencies this
relation is modified to “current follows the path of least impedance.”
The path of least resistance and the path of least impedance may or may not
be the same, depending on the circuit geometry and the signal frequency.
In any circuit, the signal consists of the flow of two currents, typically
called the signal and return. Since the return current often flows through
ground, designers often neglect to think about the return current. This
is a bad habit to fall into when in high-frequency design. The signal
current and return current form a loop, and therefore produce an 
inductance. The inductance is proportional to the area of this loop.
Inductance produces an impedance that increases with frequency, Z =
2pfL. Therefore, large loops impede high-frequency current flow. At high
frequency, the return current flows most easily when the return path
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follows the signal path as closely as possible. Figure 12.6 exemplifies this
concept—the high-frequency return current on microstrip transmission
lines travels directly underneath the trace, in contrast to the low-
frequency current which spreads out along the ground plane.

The simple solution to the problem of high-frequency design is the
use of uniform transmission lines. However, because of connections to
components, cable connectors, layout constraints, and other reasons,
perfectly uniform transmission lines are not possible. For example, when
a signal connects from a microstrip transmission line to a surface mount
integrated circuit (IC), the return current must somehow travel from the
surface of the PCB down through a via and onto the ground plane. From
that point, the return current will take the shortest path to where it can
flow underneath the signal trace. If the signal trace is not on the surface
of the PCB, then it too must follow a via to another layer. Figure 12.7
illustrates this problem.

Strange and unwanted effects can happen if current loops exist in the
path of high-frequency signals. First of all, the loop will appear as an
inductance to the driving amplifier (analog circuit) or the driving logic
gate (digital circuit). This inductance can cause analog amplifiers to
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Figure 12.6 Microstrip circuits demonstrating the concept of
path of least impedance. In each case the high-frequency
current takes a different path from the low-frequency current.
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oscillate and can cause ringing and overshoot on digital signals. The
second problem is that of crosstalk. The loop produces a large stray mag-
netic near field that is associated with the inductance. This near field
can couple the signal to nearby circuits. The third problem is that of
radiation. The loop acts like a small loop antenna, and radiates energy
readily. Unintentional circuit loops are one of the leading causes for products
to fail EMC emissions testing.

When confronted with inductance, a signal may also take a para-
sitic capacitive route as an alternative. Keep in mind that the imped-
ance presented by a capacitor decreases with frequency. This fact 
leads to some of the strange behavior of high-frequency signals. Unlike
DC signals, which must have a conducting circuit to propagate, 
high-frequency signals often have an easier time propagating through
air; high-frequency signals have a tendency to couple capacitively
through air and to radiate through air. High-frequency signals will 
only follow conductors if uniform transmission lines or waveguides 
are used.

THE FUNDAMENTAL RULE OF LAYOUT

The fundamental rule of layout is to know the path of the return current.
When dealing with PCB layout and component connections, identify-
ing the return path takes some practice. The practice pays off, however,
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and eventually identifying the return path becomes second nature. For
low-frequency, high-power signals, you must make sure that the return
path has a low resistance. For high-frequency signals (both high-speed
digital and RF), you must make sure the return path has low induc-
tance—you must minimize loop area.

At high frequency, current will always flow on the ground plane
directly underneath the signal trace, if such a path is available. There-
fore, never route traces over cuts in the ground plane. Furthermore,
make ground connections to components such that the return signal
has the shortest path to make its way underneath the signal traces. This
guideline implies that vias to the ground plane should be as close as pos-
sible to the IC ground pins. You should also consider using clusters of
two or more vias when making ground connections so as to reduce via
inductance and to provide the shortest return path for signals on dif-
ferent sides of the IC.

SHIELDING ON PCBS

Good layout practice is sufficient for the vast majority of circuits, but
certain situations do require the use of shielding. PCB shielding tech-
niques can be divided into two categories, true shielding techniques and
diversion techniques. True shielding techniques simply involve enclos-
ing the circuit inside a metal box. Power supplies (AC-DC, DC-DC power
converters, etc.) are good examples. PCB mountable power supplies 
are often sold with their own metal enclosure to provide shield-
ing. Although power supplies rarely involve high frequencies, they can
produce large near fields and large radiation. There are two major
reasons for this. First, power supplies usually manipulate large currents,
which can cause large fields from their magnitude alone. Second,
although DC-DC converters typically operate at frequencies on the order
of 100kHz, they involve square wave signals that may have rapid edge
rates. The harmonics associated with the edge rates can exceed 50 times
that of the fundamental frequency of operation. Therefore a DC-DC
converter operating at 500kHz, may actually produce fields and radia-
tion up to 25MHz or higher.

In addition to components purchased with integrated shields, circuits
on PCBs can also be shielded. PCB shields can be purchased that consist
of a metal box with five sides. The sixth, open, side is placed over the
circuit and is attached to the PCB. The ground plane of the PCB then
forms the sixth side of the shield. This technique is often used for the
RF front-end circuitry of TVs and VCRs. It is very important to make a
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good connection at multiple locations between the PCB and the metal
shield when using this technique. Otherwise, the metal shield can cause
different signals in the circuitry to capacitively couple via the shield, as
explained in Chapter 9.

Signals can be shielded by placing the signal traces on internal layers,
with grounds on the outer (top and bottom) layers. These form strip-
line transmission lines. Such techniques are often recommended for
signals above 100MHz. To reduce radiation effects from PCB edges, all
inner-layer nongrounded metal (both signal layers and power plane
layers, but not ground layers) can be limited to a maximum distance of
20h from the PCB edge, where h is the distance between the power and
ground planes. The outer layers are then covered in ground plane all the
way to the edge of the board, forming an efficient shield.

Diversion shielding is accomplished by placing traces of grounded
copper around the circuit. Technically this type of design doesn’t
perform as a shield. Instead, it serves to concentrate and divert the elec-
tric field lines of the circuit it surrounds. The same technique can be
used for magnetic fields by using high-permeability materials, such as
mu-metal. High-permeability material shields are available on cables and
as enclosures, but not for PCBs.

Applying this concept in RF circuits, grounded metal is sometimes
used as fill between the signal traces. The grounded areas should be con-
nected to the ground plane with vias (“stitched”) such that there are
many vias per square wavelength. This technique changes the trans-
mission lines from microstrip to microstrip with coplanar ground, also
known as grounded coplanar waveguide. The characteristic impedance
of the transmission line is lowered by using this technique because the
guard traces increase the capacitance between the signal trace and
ground. Figure 12.8 shows how the field lines are changed. This tech-
nique can be extended to the handling of RF ICs. By placing a ground
underneath the entire area of an IC, the input and output are prevented
from capacitively coupling to one another. This technique is very useful
for RF switches and active filters, where isolating the input and output
is very important.

Grounded traces are sometimes used to surround digital clock signals,
which tend to have fast edge rates. In addition to having a ground plane
below the signal trace, copper traces are placed on either side of the trace
and are stitched to the ground plane in multiple locations. In digital
systems this technique is called guard traces. For digital systems this
technique is really useful only for traces on outer layers. On inner layers
it makes more sense to just leave some empty space around the trace 
(3W rule), as discussed later in this chapter. Because digital PCBs typi-
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cally have many more signal connections than RF PCBs, it is not feasi-
ble to ground all the regions between the traces.

Finally, any unused areas of PCB (places where there are no signal
traces) should be filled with grounded metal. This serves to concentrate
the electric fields from the traces, and it shields the signals of the inner
layers of the board.

COMMON IMPEDANCE: GROUND RISE AND 
GROUND BOUNCE

Consider the circuit shown in Figure 12.9. Two circuits are connected
to the same ground wire. Since all grounds are made from non-ideal
wire, they will have some resistance. The circuit on the right is a high-
power, high-current circuit. Its return current flows back to the ground
wire to the power supply. The return current is so large that it causes a
considerable voltage drop across the resistance of the ground wire. The
end result is that the circuit on the left is referenced to a voltage that is
above the ground potential. The input and output of the left circuit pre-
sumably connect to other circuits. Assuming that the other circuits refer
to the actual ground level of the power supply, an error will be produced.
This effect is called common impedance coupling. If the high-current
circuit varies in time, the inductance of the ground wire will also cause
changes in the ground. A large sinusoidal current, like that of an RF
transmitter, will cause the ground to be modulated at the frequency of
the oscillation.

In digital circuits the effect is called ground bounce, because it typically
occurs when a signal changes from high to low level (or vice versa). The
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Figure 12.8 Grounded coplanar waveguide (microstrip with
coplanar ground).
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edge of a digital signal has considerable high-frequency content. The
high-frequency return current within the edges can cause noticeable
ground voltage changes due to the inductance of the ground wire. Once
the edge current has returned, the ground voltage goes back to its steady-
state value—hence the term ground bounce. Ground bounce can easily
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Figure 12.9 Demonstration of common impedance coupling,
ground bounce, and star grounding.



cause glitches to occur. Moreover, it may not be a single signal that
causes the ground bounce. If an entire group of signals, such as a 32-bit
bus, all change value at once, the ground surge may be tremendous. This
problem is referred to as simultaneous switching noise. Such problems are
intermittent and difficult to track down. It is therefore imperative to
have good ground and power supply design performed during layout of
the PCB.

STAR GROUNDS FOR LOW FREQUENCY

The best way to avoid ground problems at low frequency is the use of
a star or single-point ground. This technique involves using a separate
wire for the ground connection of each IC. The ground wires are tied
together at a single point, typically at the output of the power supply.
Since none of the circuits share a ground wire, common impedance 
coupling is eliminated. This technique works well for audio frequencies
(<20kHz) and can also perform well up to about 1MHz.

DISTRIBUTED GROUNDS FOR HIGH FREQUENCY: 
THE 5/5 RULE

At higher frequencies, the inductance caused by the star ground 
wires creates more problems than it solves. The best ground solution 
for high-frequency designs, both RF and digital, is the distributed
ground (also called a multipoint ground). The most common example of
a distributed ground is the use of an entire sheet of metal—that is the
ground plane. The main benefit of the ground plane is that it allows
uniform transmission lines to be used throughout the design, which
reduces radiation and inductive loops. The ground plane also prevents
ground bounce and other grounding problems; there is such a large
amount of conductor that the ground resistance and ground inductance
are extremely small. Ground planes can really be used in any design,
not just high-frequency designs. The major trade-off in using ground
planes in low-frequency design is cost. Every extra layer on a PCB
increases cost, so ground planes are not usually used in consumer audio
equipment.

Another useful option for boards that don’t use a ground plane is the
use of power and ground buses. In this design the power and ground
are carried on wide parallel traces that run along the entire design. Each
IC is connected to the power and ground with very short traces. Ground-
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ing problems are prevented by making the ground trace very wide. This
technique is also commonly used for the circuitry inside ICs. An even
better option is to create a power/ground grid with, for example, verti-
cal traces on the top layer for power and horizontal traces on the bottom
layer for ground. A decoupling capacitor is placed at each intersection
to provide low impedance between the planes.

The 5/5 rule, as advocated by Kimmel and Gerke (1997), can be 
used for deciding whether or not a ground plane is necessary for your
design. This guideline states that if any signal has a frequency greater
than 5MHz or has edges faster than 5nsec, you should use a ground
plane.

TREE OR HYBRID GROUNDS

In many products and systems, both types of grounding techniques (star
grounds and distributed grounds) are used. Such grounding systems are
referred to as hybrid grounds; however, I prefer the term “tree ground”
because I think it is more illustrative. The tree ground starts at the 
main power supply for the product and then branches to different sub-
systems. Each subsystem then typically uses a local distributed ground.
The branching provides isolation between different parts of the design.
High-current circuitry such as heater circuits, RF transmitters, relays, and
motors should have their own branch so that these high currents do not
disrupt other, more sensitive circuits. It is often important to separate
digital grounds from sensitive analog circuits. RF circuits should be sep-
arated from low-frequency data or audio. The chassis or safety ground
should also have its own connection. The safety ground connection
should be made as direct as possible to the ground supplied by the power
cord. There are two reasons for this. The first reason is that of safety. By
making direct connection, safety is not compromised if any other
ground connections are broken. The second reason is that of noise
immunity. The product chassis serves as shield, and as such it may carry
noise currents such as those induced by electrostatic discharge (ESD), or
RF currents picked up by cables. You certainly want to avoid coupling
such noise into any circuitry.

Each of these ground branches can be and usually is implemented
using ground planes, but the different ground planes are only connected
at one place (or very few places). Interface signals between the different
subsystems must be handled with care. On a PCB, these interface signals
can be routed with the “moat and drawbridge” technique. The isolation
(moat) of the ground planes is broken by a copper connection (draw-

270 EMC



bridge). All interface signals should travel over this drawbridge so that
each signal forms its own transmission line with grounded drawbridge.
Never route a signal over a moat without a drawbridge!

A word of caution—isolation of grounds on PCBs should only be used
when it is certain to be needed. Overuse of ground islands, drawbridges,
and so on can lead to nightmare designs.

POWER SUPPLY DECOUPLING: PROBLEMS 
AND TECHNIQUES

Power supply decoupling is the term given to the technique of making
sure the DC power line variations do not affect the loads (amplifier, 
ICs, logic gates, etc.) and vice versa. Since most ICs have AC signals as
inputs and outputs, the current drawn from the power supply will 
vary in an AC manner. For example, an RF circuit that amplifies a 900
MHz signal will draw a supply current that varies at 900MHz. A digital
CMOS circuit that buffers a 100MHz digital signal will also draw a
supply current that varies at 100MHz. For digital CMOS circuits, the vast
majority of the current occurs during the transitions between the high
and low voltages. Therefore the edges of digital signals can create very
short time periods of high current demand. Power supply circuits them-
selves can only handle relatively low-frequency current variations. A
typical power supply can track variations of from several hundred to
several thousand Hertz. Furthermore, due to the physical distance
between the supply and the circuit load, varying currents can propagate
along the supply lines. The varying currents cause the voltage of the
supply to sag and surge. If the voltage of the supply varies too greatly,
the IC that is using the supply will not function properly. A second result
is that the supply voltage becomes modulated. The supply modulations
travel to other ICs, and signals then couple from one IC to another
through the supply. To address these problems, the supply and loads are
decoupled from each other by placing capacitors across the supply and
ground.

Power supply decoupling has two related goals: charge supply and 
filtering. The charge stored on the decoupling capacitors serves as a
reservoir that is quickly accessible for load variations. Each circuit has
an effective impedance that it presents to the power supply; that is, each
circuit acts like a load to the power supply. This impedance is not con-
stant, but depends on the signals that the circuit processes. The circuit
will have a DC (quiescent) supply impedance and a variable supply
impedance. When a power distribution system is properly designed, the
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decoupling capacitors provide charge for the variations in the circuit
loads such that each circuit receives a constant supply voltage at all
times.

The second goal or function of power supply decoupling is filtering.
All switch-mode power supplies are inherently noisy. Furthermore, any
product powered form the 60Hz mains voltage will receive noise con-
ducted through the power line. Decoupling capacitors serve to shunt
this noise to ground. Voltages from signal traces and from ICs can also
couple to the power supply through conductive pathways or by near-
field coupling. Decoupling serves to shunt these voltages to ground,
maintaining a constant DC voltage on the supply. Some circuits require
more than just capacitors to provide proper filtering. Very sensitive cir-
cuits such as analog-to-digital converters (ADCs) and digital-to-analog
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converters (DACs) require LC filters to filter the power supply. The best
filter topology for this application is that of a pi low-pass filter, as shown
in Figure 12.10.

A ferrite bead can be used in place of or in conjunction with the
inductor in this circuit. Often the first capacitor in the filter is not explic-
itly used, but is provided by other decoupling capacitors on the power
supply. However, never omit the second capacitor (the load side capac-
itor), and don’t use a T low-pass filter, because such filters will not
provide a proper charge reservoir to the load. (The source side capaci-
tor’s charge is impeded by the inductor.) LC filters can also be used at
the power supply output and at the power entry point to the product.
A similar filter arrangement is used in most RF amplifiers. In these appli-
cations, the inductor is referred to as an RF choke. The circuit is essen-
tially the same. Clocks and phase lock loops (PLL) also typically require
an LC filter to prevent the large oscillations from coupling to the power
supply. In low-frequency analog circuits, such as op-amp circuits, the
power supply is sometimes filtered with an RC low-pass filter. The resis-
tor lowers the voltage the op-amp receives, so its value must be small
(10W to 100W) to avoid a large voltage drop.

To maximize its utility as a charge storage device, you want to max-
imize the charge-to-volt ratio of the capacitor, Q/V = C. To maximize its
performance as a filtering element, you want to minimize the imped-
ance, Z = 1/jwC. Both of these goals are attained by maximizing the
capacitance, C. Using huge capacitors seems to be a perfect solution.
Unfortunately, decoupling is not that simple. Part of the problem stems
from the parasitic elements of capacitors, as discussed in Chapter 7. Any
real capacitor has a series resistance (ESR) and series inductance (ESL).
ESL is mostly a function of package size. Large capacitors need large
packages and thus larger inductance results. ESR is mostly a function 
of the dielectric material. Large capacitors are typically electrolytic, such
as aluminum electrolytic and tantalum electrolytic, because they can
produce large capacitance in a smaller physical size. Unfortunately, elec-
trolytic capacitors have poor tolerance, are unipolar (voltage can be
applied in only one direction), have poor temperature stability, and have
larger internal losses. This last fact equates to large ESRs. Ceramic mate-
rials are used for high-frequency capacitors because they perform better
in all areas, except that their dielectric constant is lower.

Referring back to Figure 7.4, the frequency response of a capacitor 
has two distinct regions, which are separated by the resonant frequency.
In the low-frequency region, a capacitor behaves like a capacitor, as
intended. Its impedance decreases in inverse proportion to frequency.
At resonance, the capacitance and the ESL exactly cancel one another,
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and the impedance is equal to the ESR. In the high-frequency region, a
capacitor behaves as an inductor, thus its impedance increases with fre-
quency. As the impedance rises, the capacitor becomes less and less
useful as a decoupling device. The inductive reactance of the capacitor
at high frequencies causes another, more problematic, effect—antireso-
nance. Antiresonance occurs when two or more capacitors with differ-
ent resonant frequencies are placed in parallel. Consider the case of two
capacitors, C1 and C2, that have different capacitances but equal ESL.
Capacitor C1, the larger capacitor, has a resonance at frequency, f1, above
which it behaves like an inductor. Capacitor C2 has a resonance at a
higher frequency, f2, above which it behaves like an inductor. Between
these two frequencies, C1 acts like an inductor and C2 acts like a capac-
itor. At some point in between the two resonant frequencies, antireso-
nance occurs. Antiresonance occurs at the parallel resonance of the
inductance of C1 and the capacitance of C2. Near this frequency, the
impedance rises dramatically, hampering the decoupling ability of 
the two capacitors. The effect is shown in Figure 12.11.

There are two ways to decrease the height of the anitresonance. The
first method is to reduce the frequency gap between the two resonant
frequencies. The second method is to use capacitors with higher ESRs.
This second method has the side-effect of raising the impedance of the
resonance. A balance between the two problems must be found for
optimal performance.

The interaction of several capacitors on an actual PCB at high fre-
quencies is not as easy to calculate because the PCB adds its own effects.
The traces and vias that connect the decoupling capacitors to the power
and ground planes have impedance that is mostly inductive. This induc-
tance further limits the frequency response of the capacitors. Further-
more, the current paths along the power/ground planes themselves
cause transmission line effects at high frequency when the distances tra-
versed by the current are electrically long.

To properly model decoupling at high frequencies, the PCB must be
included. Therefore, some of the conclusions from studies on decou-
pling that model only the capacitors themselves cannot be trusted. 
At low frequencies (when the dimensions of the power/ground planes
are less than l/20), the planes can be modeled as contributing about 
0.1nH per inch that a decoupling current travels on the plane. When
the planes become electrically large in dimensions, proper modeling
takes the form of modeling the power and ground planes as a two-
dimensional transmission line. A two-dimensional transmission line 
has length and width. Signals propagate from their source in two 
dimensions, as opposed to commonly used transmission lines such as
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Figure 12.11 When capacitors of different value are placed
in parallel, antiresonant peaks occur. Using two capacitors
of the same value produces better results.
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wire pairs that transmit in only one dimension. The capacitor models
should include the ESL and ESR. The vias and traces that connect the
capacitors to the power/ground planes can be modeled as inductors. 
The loads can be simulated by using AC or transient current sources 
that inject current at discrete locations on the PCB. Then the resulting
voltage at all points on the plane can be computed to determine the
effectiveness of decoupling. If the resulting voltage is lower than the
maximum ripple allowed by the components, your design is a success.
Spice is often used as the circuit simulation product once the models are
created. Such modeling is definitely not required for all PCB products,
but such extensive modeling must be used for any high-frequency
decoupling studies to have merit. Refer to the papers by I. Novak in 
the bibliography for more information on accurate power distribution
modeling.

Traditionally, decoupling design for digital systems was quite simple.
You placed a 0.1mF capacitor at each IC, and then included a large bulk
capacitance (from 10mF to several thousand mF) somewhere on the board
near the power supply. Unfortunately, such simple rules of thumb are
not sufficient in digital designs in the hundreds of MHz and higher. Such
designs typically have signal rise times less than 1nsec. Even designs
with clock frequencies as low as 30MHz can cause problems when using
the old rules of thumb. Other changes have also affected decoupling.
The leading edge microprocessors can have tremendous current surges
(10A or more). In addition, the voltages for digital systems have been
successively lowered from 5V to 3.3V to 1.8V and lower. The unfortu-
nate result of lower supply voltage is that the tolerable supply voltage
ripple has also been lowered. Whereas in the old days of 5V TTL logic
ICs could handle 500mV of ripple, some of the latest low-voltage tech-
nologies can only handle about 50mV of ripple. Thus, there are three
reasons why decoupling is becoming more difficult: higher speeds, larger
currents, and smaller ripple voltage tolerance.

With all these problems, there are some new technologies that result
in better decoupling. The first technology is that of organic semicon-
ductor (OS-CON) electrolytic capacitors. These capacitors combine the
high-density capacitance of electrolytic technology with low ESR. Sanyo
makes a line of these capacitors. The OS-CON technology produces
capacitors with up to thousands of mF that have inductances from 
1nH to 5nH and ESRs down to about 0.01ohms. Compared with pre-
vious technologies, the ESL is about one quarter that of traditional 
electrolytic caps and the ESR is about one hundredth that of traditional
electrolytic caps. These caps can provide bulk decoupling with much
lower impedance.
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Advancements have also been made in the technology of capacitors
for high frequency. The materials of choice for high-frequency applica-
tions are ceramics, such as NPO (a.k.a., C0G) and X7R. The problem for
high-frequency capacitors is that of parasitic inductance. New tech-
nologies are all aimed at reducing the ESL of high-frequency capacitors.
Typical ceramic SMD capacitors are about twice as long as they are wide.
SMD capacitors in the size ranges of 0603 to 1210 typically have ESLs
in the range of 0.750nH to 1.250nH. A simple technical advance for
surface mount capacitors is that of swapping length and width. For
example, instead of manufacturing capacitors that are 80mils long and
50mils wide (0805), companies are now manufacturing capacitors that
are 50mils long and 80mils wide (0508). The wider package gives a wider
lead with lower inductance (about 40% lower). Another technology is
that of interdigitated capacitors (IDC) and low inductance capacitor
arrays (LICA). This technology uses parallel capacitors in an integrated
package. The capacitors are arranged such that current flows in oppo-
site directions in adjacent capacitors. The magnetic fields of adjacent
capacitors thus tend to cancel each other, resulting in very low induc-
tance, under 1nH and as low as 50pH. IDC capacitors use standard SMD
mounting, but the LICA caps use leads on the bottom of the package,
basically a ball grid array (BGA), to further reduce inductance. AVX
(www.avxcorp.com) manufactures such capacitors and provides exten-
sive application notes on these technologies.

The technology of the PCB has also been improved. As a rule, sepa-
rate power and ground planes are used on modern digital PCBs (and are
probably a necessity for systems with clock frequencies above 5MHz).
If placed adjacent to each other in the PCB layer stackup, the two planes
can provide charge storage and thus decoupling. Two planes separated
by 10mils of FR4 can provide about 50pF per square inch of coupling
capacitance, with inductance mostly limited by the vias to the IC leads.
Using smaller spacings and higher dielectric constants, capacitance as
high as 2.5nF/inch2 can be attained. These techniques are referred to by
several names: power plane cores, buried capacitance, or integrated
capacitance. Hadco and its subsidiary Zycon are two of the companies
that support these technologies.

Because the power/ground planes form a 2D transmission line, reflec-
tions and radiation can occur at the edges of the board. Reflections on
the power/ground planes limit the effectiveness of the planes for decou-
pling, mostly because of standing waves. To reduce these effects, discrete
resistors or buried resistance strips can be used to connect the power
and ground planes along the edge of the PCB. This technique is called
dissipative edge termination (DET).
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IC manufacturers are also learning that as digital speeds get ever
higher, the ICs themselves must have decoupling capacitors integrated
onto the chip. On-chip decoupling is a necessity for GHz digital ICs.

There are also layout techniques that can improve high-frequency
decoupling performance. Placing the decoupling capacitor as close as
possible or underneath the IC on the bottom side of the PCB allows for
the highest-frequency performance. This technique reduces the path of
the current and reduces inductance. The capacitors should be connected
to the IC leads using the shortest and widest traces possible or should
be connected directly to the ground and power planes using multiple
vias. To achieve the best possible performance, you can use both tech-
niques: connect the capacitor to the IC leads using traces and by using
multiple vias to and from the power/ground planes. A single via has a
typical inductance of 0.2nH to 0.5nH. A trace on the surface of a PCB
has a typical inductance of 20nH/inch to 30nH/inch. By using multi-
ple vias in parallel, and placing the vias as close as possible to the capac-
itor pads you will get the best results. Some manufacturers even allow
vias to be placed inside the pad.

POWER SUPPLY DECOUPLING: THE DESIGN PROCESS

Power supply decoupling can be broken up into two general frequency
regimes, low and high. At low frequency, decoupling capacitance is
usually referred to as bulk capacitance. I refer to the high-frequency
decoupling as local decoupling because for it to be effective, high-
frequency decoupling capacitance must be placed close to the IC being
decoupled.

In the low-frequency region, the PCB itself is electrically short; there-
fore placement of the bulk capacitors is mostly irrelevant to perfor-
mance. There will be some ohmic (I2R) losses as the current travels from
the bulk capacitors to the loads, but this is typically negligible. As you
may recall from Chapter 8, when a transmission line is electrically short,
the signal is able to propagate to all points on the transmission line
faster than any significant change can occur in the signal. Loosely speak-
ing, in low-frequency decoupling the ripple current can find its way to
the decoupling caps in a time scale that is much shorter than any vari-
ations in the ripple signal itself. The bulk capacitance will provide ap-
proximately equivalent performance whether it is spread evenly about
the board or lumped in some specific location. For a PCB with a largest
dimension of about 10 inches and signals under 50MHz, the PCB can
be categorized as being electrically short (<l/10). For transients and
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digital rise times greater than 10nsec, the PCB can be categorized as
being electrically short. From these values, you can determine which
capacitors need to be placed near the ICs and which capacitors can be
placed arbitrarily. To be a little clearer, a capacitor whose useful fre-
quency range is the range where the PCB is electrically short can be
placed arbitrarily. I refer to these capacitors as bulk capacitors. All other
capacitors, the local decoupling capacitors, should be placed as close as
possible to the source of the power supply variations.

When designing the decoupling systems for a PCB, the first design
parameter to determine is the total bulk capacitance needed to handle
the current transients. A good estimate to start with can be calculated
using the derivative of the capacitance equation,

Solving this equation for C yields,

where Itransient is the worst-case current transient, ttransient is the rise time of
the transient, and Vmaxripple is the maximum allowable ripple. This is the
value for a perfect capacitor, without any ESL or ESR.

For an example, consider a microprocessor that can have current tran-
sients as high as 10 A, within a 1msec time period. The maximum allow-
able ripple for the microprocessor is 100mV. Using the previous
equation for this example results in

At least 4000mF of capacitance will be needed for bulk decoupling. This
approximation will likely be very low because it assumes that the capac-
itors are ideal. Assume that you chose to use 1500mF capacitors with 
ESR = 50mohms and ESL = 5nH. Determine the number of these real-
world capacitors needed to meet these specifications by using the fol-
lowing equation
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where Lp is the inductance of the connection from the PCB surface to
the power/ground plane, and where C is the capacitance, ESL is the
inductance, and ESR is the resistance of a single capacitor. Choosing the
next highest integer produces N = 8, and provides a total of 12,000mF
of capacitance.

The same analysis could also be performed in the frequency domain.
First determine the maximum power supply impedance that can be 
tolerated:

The capacitors need to provide an impedance below Zmax up to a fre-
quency of about
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Figure 12.12 Frequency domain impedance of eight 
1500mF capacitors.



From Figure 12.12, you can see that eight 1500mF capacitors provide
a low enough decoupling impedance, down to about 1.5kHz, and the
high-frequency response stays below Zmax until about 1.4MHz. If the fre-
quency range of the bulk capacitance needs to be extended higher in
frequency, smaller value capacitors with lower inductance can be paral-
leled with the higher value capacitors. A common combination for
digital systems is a bank of 1500mF, 10mF, and 0.22mF capacitors, with
several capacitors of each value.

When using different values of capacitors, it is very important to 
plot the results in the frequency domain, including the inductance of
the PCB connections. That way antiresonant problems can be identified
and addressed, if necessary. Keep in mind that using values smaller than
0.22mF for bulk capacitors or trying to bulk decouple frequencies much
higher than 25MHz is pointless and may actually cause more harm than
good. Local decoupling must be used at high frequencies.

Power Supplies

So far I have not mentioned the specifications of the power 
supply. Since the bulk capacitors’ impedance increases toward the low-
frequency end, the lower bound of frequency performance is deter-
mined by the specifications of your power supply ripple and response
time. For this example, I assumed that the power supply can effectively
regulate 100mV of ripple up to 2kHz. You may find in practice that 
the power supply will need decoupling and/or filtering to achieve accept-
able ripple. This filter should be placed as close to the supply as possible.

Local Decoupling

For ICs that produce power supply variations less than 25MHz, large 
bulk capacitors, greater than 1mF, are best suited. They can be placed 
at the IC, but they can also be treated as bulk capacitors because the PCB
is electrically short at these low frequencies. Choosing decoupling caps
for digital systems depends on the clock frequency, but more impor-
tantly, it depends on the edge rates. For digital clock frequencies under
25MHz, 0.1mF serves as a good value to use. A value of 0.01mF serves well
up to clock frequencies of about 250MHz. These are rough guidelines.
You should run some Spice simulations to verify performance in your
design. For digital systems running above 250MHz, you must use LICA
capacitors or buried capacitance to obtain decoupling. Studies (Greb,
1995) have shown that standard SMD decoupling capacitors less than
0.005mF have little if any benefit, except in narrow-band RF applications
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(see the following paragraphs). The problem is that the combination of
small capacitance and non-zero inductance limits the low-impedance
region of the device to frequencies in the immediate neighborhood of
resonance. For digital decoupling above 1GHz, power/ground plane
capacitance and on-chip techniques must be used. For ICs with a single
voltage and single ground lead, one cap should usually suffice. For ICs
with multiple voltage and ground leads, several decoupling caps are 
necessary. The best approach is probably the use of multiple capacitors
of the same value. When small decoupling capacitors (<0.1mF) of dif-
ferent values are used in parallel, the antiresonances that result can often
cause more harm than good. This topic is one of great controversy. 
I won’t say never parallel local decoupling capacitors of different values,
but I do caution against it. Of course, no rule of thumb can compare to
calculation/simulation.

RF DECOUPLING

In general, the techniques of decoupling high-speed digital systems can
also be applied to RF systems. RF systems are often easier to decouple.
Most RF circuits create supply variations in very narrow frequency
ranges. In such applications, a decoupling capacitor can be chosen such
that the resonance of the capacitor (including the PCB connections)
occurs at the frequency of the circuit. Furthermore, most RF circuits only
require a high-frequency decoupling impedance of several ohms. In
other words, they are a lot more tolerant of supply variations.

POWER PLANE RIPPLES

You may wonder what happens when high-frequency decoupling caps
are not placed locally? The effect is that of a circular wave that propa-
gates away from the IC variation. Because the PCB is electrically long at
these higher frequencies, the ripples propagate like ripples on a pond.
If a decoupling cap is placed near the source, most of the energy can be
absorbed. If the decoupling cap is placed far from the source, it can suc-
cessfully shunt only some of the wave to ground.

90 DEGREE TURNS AND CHAMFERED CORNERS

A cause of misconception and unnecessary worry for many designers is
the question of whether or not 90 degree turns affect transmission line
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behavior and radiation. Unless you are working at frequencies (or equiv-
alent edge rates) above 1GHz, the answer is an emphatic no. Further-
more, unless you are working at frequencies above 10GHz, the effect is
still small. The major effect of a bend is to add a parasitic capacitance
to the transmission line at that point. The parasitic value can be between
0.001pF to 0.2pF, depending on the geometry and characteristic imped-
ance of the line. Compared to the discontinuities presented at vias, IC
pads, and connectors, the parasitics of 90 degree turns are certainly
minor. If you are designing at GHz frequencies, you can use the tech-
nique of chamfered corners (illustrated in Figure 12.13) to minimize the
parasitic capacitance.

LAYOUT OF TRANSMISSION LINE TERMINATIONS

When using terminations on transmission lines, the placement of the
termination is very important. For a series termination, the terminating
resistor is placed in series with the driving source. The component must
be placed within a critical distance of the IC output pin. The critical dis-
tance is the distance that it takes that signal 1/3 trise to travel on the
transmission line, where trise is the rise time of the driving IC. For good
designs, you should strive to meet 1/6 trise (“How close is close enough,”
H. Johnson, 1998). For a parallel termination, the component is placed
in parallel with the load. The termination component should be placed
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Figure 12.13 90 degree turns on PCB transmission lines. The
uncompensated 90 degree turn (left) is satisfactory below 1GHz.
For higher frequencies, it may be necessary to compensate for
the bend by chamfering the corner (right).
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after the last load on the transmission line. The termination should
never be placed before any load. Furthermore, when several loads are
placed on the same transmission line, the technique of daisy chaining
should be used instead of the technique of “off-amps.” Figure 12.14 illus-
trates this concept. Of course, routing clock lines individually is the best
solution. Terminating both ends of a transmission line is the best tech-
nique, because reflections from any discontinuities along the line are
absorbed at both source and load.
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Figure 12.14 Distribution of digital clock signals. A bad layout
and good layout are shown. The best results are obtained when
wiring is point-to-point.

A clock  signal is  routed using a single bus.  Each receiving circuit is 
connected using  a fairly long stub ("off ramp").  The topology is not 
reco mm ended because each stub appears as a capacitance and will cause a 
reflection on the line.  Note also that there is an unconnected stub at the end 
of the line.  This stub will also cause reflections.

bad

OK
The clock is routed in a true "daisy chain" fashion.  The clock signal is brought 
directly to each receiving circuit.  This  topolgy minimizes the reflections at 
each receiver.  



ROUTING OF SIGNALS: GROUND PLANES, IMAGE PLANES,
AND PCB STACKUP

The ideal design for high-speed signals is as follows:

• The outer layers have a ground directly underneath forming
microstrip traces for all outer layer signals

• Every internal signal layer is surrounded by a ground above and
below, forming the ideal strip-line geometry

• Signals traces have a maximum of two vias; one via at the source
IC pin and one at the destination IC pin. In between these two
pins, the signal never changes layers

It is a good idea to strive for these ideals, especially on the most crit-
ical signals, but in practice, many compromises must be made. When
routing the layout of any high-speed PCB, it is a good practice to route the
most critical signals (clocks, interrupts, high-current lines, very fast signals,
etc.) first, using the most direct routes with good ground reference and minimal
vias. Once the critical signals are handled, compromises can then be
made with the less problematic signals.

Often alternating signal layers are reserved for horizontal routes and
vertical routes. This not only helps the job of the autorouting software,
but it also reduces coupling of signals on adjacent layers because the
traces are mostly orthogonal.

Because every PCB layer adds cost to the product, image planes are
often used for digital boards. An image plane is a power plane that serves
as a virtual ground for the adjacent transmission lines. High-speed
signals are by definition AC signals, and if good decoupling is used, the
ground and power planes will be effectively shorted together at AC fre-
quencies. The power plane can therefore serve as the return path for AC
signals to follow. Because the impedance is never zero between the
planes, and because the current has to eventually find its way to the
ground pins of the ICs, image planes can never perform as well as true
ground planes.

One golden rule that should never be broken is: Never place more 
than two signal layers between planes. In other words, all signal traces
should have a ground or power plane directly adjacent above and/or
below. For example, if you placed three signal layers between two
ground planes, the signals on the middle layer would couple equally to
each ground plane with their fields extending through both of the other
signal layers. Uncontrollable cross-coupling will occur between the
signal layers. Two signal layers between planes is referred to as dual or
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asymmetric strip-line. One signal layer between planes is of course just
called strip-line.

The definition of how many layers are used in a PCB and how each
layer is utilized (e.g., ground, power, signals) is referred to as the PCB
stackup. You can find suggestions for PCB stackups in Montrose (2000)
and Johnson (1993).

3W RULE FOR PREVENTING CROSSTALK

Any two transmission lines on the same PCB layer are going to exhibit
a certain amount of coupling to one another, especially if they are par-
allel. To help prevent errors due to coupling, the “3W” rule can be fol-
lowed: The distance between the centers of two traces should be at least
three times the width of the traces. Stated more simply, the space
between two traces should be at least twice the width of each trace.

LAYOUT MISCELLANY

When making measurements of digital signals, be sure that your oscil-
loscope has enough bandwidth. The oscilloscope’s bandwidth should be
at least 0.5/trise.

Above 1GHz, the performance of FR4 PCBs becomes a problem due
to dispersion. Dispersion is caused by loss in the FR4. All dielectric mate-
rials have some loss, which appears as conductance between the metal
layers. This conductance affects the characteristic impedance and veloc-
ity of the transmission lines at high frequencies. The result is that signals
of different frequencies travel at different speeds. The edges of digital
signals contain many frequencies, and when subject to dispersion, the
edge is lengthened and possibly distorted. The same effect can occur in
RF systems. RF signals consist of a carrier wave modulated by the infor-
mation signal (voice, video, data, etc.). This modulation typically pro-
duces a signal with a small, but non-zero bandwidth about the carrier
frequency. Dispersion thus causes distortion of RF signals as well. Several
alternative (and more expensive) materials are available for GHz PCBs.
These materials exhibit less loss than FR4, allowing for higher-frequency
operation. Rogers Corporation (www.rogers-corp.com) specializes in
these materials and provides a wealth of information on their web site.

Many PCBs have ground planes on several layers. Sometimes there is
one internal ground layer, and then most of the outside layers are
grounded. Other PCBs may contain more than one internal ground
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layer. In either case, the separate grounds must be properly connected
for high-speed operation. Unless the grounds are isolated for a reason
(different circuit functionality), the grounds must be connected in a dis-
tributed manner across the PCB. The “l/20” rule should be followed in
these applications: The vias that stitch the ground planes together
should be placed at a high enough density such that no vias are more
than l/20 distance apart, where l is the wavelength of the highest fre-
quency (or equivalent edge rate) in the design.

To learn more about the tricks of the trade of digital PCB layout (e.g.,
PCB layer stackup suggestions, edge rates for logic families), I recom-
mend the two companion books by Montrose. Montrose (2000) focuses
on PCB layout techniques and Montrose (1999) covers EMC and EMC
as it applies to PCB design. Johnson (1993) is another very good book
that covers the analog subtleties of high-speed digital design.

LAYOUT EXAMPLES

Probably the best way to learn good layout techniques is to learn by
example. The following figures (Figure 12.15 through 12.21) show exam-
ples of bad and good layouts for several circuits.

PART III: CABLING
Before learning about cabling, it is important to discuss the topics of
ground loops, differential mode radiation, and common mode radiation.

GROUND LOOPS (MULTIPLE RETURN PATHS)

Ground loops occur when there are multiple pathways that ground cur-
rents can take.

Ground loops are usually only a problem when the loops are large,
like those that can occur when connecting two separately powered prod-
ucts. Figure 12.22 shows two products connected by a two-conductor
signal path.

Both of the products are powered by mains (wall socket) voltage, and
hence are referenced to Earth. One of the conductors of the interface is
connected to ground at each of the products. If a signal is sent across
the cable, it can return by the second wire, as intended, or it can return
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via the ground connection (i.e., through the power supply ground wire
and through wall wiring to the other power cable and into other prod-
ucts). This second return path causes a ground loop to be formed, as
shown in the figure. At low frequencies (under 1MHz is a decent 
rule of thumb), some of the return signal will follow the intended 
path and some will follow the longer path. The current that follows the
longer path creates a rather large loop. This large loop creates large stray
fields, and can create large radiated fields. At higher frequencies, the
large path presents too high an impedance (due to its inductance) for
any current to follow it; high-frequency current will follow along the
intended return path, close to the signal current. This is one of the few
exceptions to the general rule that high-frequency signals are more prob-
lematic than low-frequency signals.

Another problem associated with ground loops is that of susceptibil-
ity. The large loop area in conjunction with small loop resistance effi-
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Figure 12.15 Simple changes can make a big difference with
high-frequency signals. Here are two examples of routing the
ground to an IC. In the first example, the ground currents are
forced to traverse a rather large loop to get from the IC to the
ground plane underneath the traces. The second example
provides much shorter ground paths.



ciently captures the ambient magnetic fields. This loop can also serve as
a loop antenna for receiving radiated fields. For coaxial cables, this
problem is again alleviated at high frequencies for two reasons. First,
when the frequency of the interfering signal is high, the outer conduc-
tor of the coaxial cable becomes comparable in thickness to the skin
depth of the metal. Thus, the signal return current flows on the inside
of the outer conductor, and the interference current flows on the outside
of the outer conductor. Interference between the two circuits is greatly
reduced because it is as if the return current and interference currents
are flowing in separate circuits, like a triaxial cable (refer to the section
on cables). Second, the mutual inductance of the inner and outer con-
ductors presents a large impedance to high-frequency common mode
currents, making it difficult for high-frequency ground loop currents to
flow. In summary, ground loops are mostly a low-frequency problem,
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Figure 12.16 Here are two examples of routing a signal
trace and its return to a connector. In the first example, the
current forms a rather large loop. In the second example,
the current loop is small.



causing noise in audio systems and other low-frequency applications,
including control systems and sensor measurements.

DIFFERENTIAL MODE AND COMMON MODE RADIATION

Unintentional radiation can be described as either differential mode or
common mode. The two terms relate to the currents that create the radi-
ation. Differential mode currents are equal but travel in opposite direc-
tions. Common mode currents travel in the same direction.

On any transmission line, the signal current and the return current
travel in opposite directions. As long as the two currents are close
together the radiation is very small, albeit non-zero. The two currents
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Figure 12.17 Two examples of power-supply decoupling on a two-
layer board. Light gray denotes bottom-layer traces. The first
layout creates a large loop for the decoupling path, which will
provide poor performance for high-speed signals. The second layer
is better because the decoupling loop is reduced.
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Figure 12.18 Here are two layout examples of a switch-
mode power supply. All vias connect to the ground plane.
The first layout contains large loops. Therefore, the large
currents that cycle through the capacitor, C1, may cause
large amounts of radiation. The second layout shrinks the
loops, uses shorter, fatter traces, and uses multiple vias to
reduce parasitic inductance.

form a differential pair of currents with a space between them. The radi-
ation of the line is proportional to the cross-sectional area of the space
in between. Such radiation is like that of a loop antenna and is mag-
netic in the near field. For a microstrip or strip-line transmission line,
the cross-sectional area is very small, equal to the thickness of the dielec-
tric times the length of the line. However, at ICs and connectors the
signal and return may form much larger loops, especially if care is not
given to how the connections are laid out.

Common mode radiation arises when there is a net current traveling
in one direction on a transmission line. The extra current may be trav-



Figure 12.19 Examples of connecting a decoupling capacitor to
the power and ground planes. Short, wide traces with multiple
vias produce the lowest parasitic inductance. The example on
the far right is probably overkill.

Figure 12.20 Examples of IC decoupling. In the first example,
the power and ground traces only connect to the planes with a
single via, and the decoupling path is rather large. In the
second example, multiple vias are used on every component,
and the decoupling capacitors are placed underneath the IC on
the bottom layer.
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Figure 12.21 Examples of ground-layer routing under RF
microstrip transmission lines. The light gray represents the
ground plane. The dark gray represents traces on the ground
plane. In the first example, the DC signal trace travels a long
distance on the ground plane, blocking the flow of high-
frequency current. In the second example, two small ground
plane traces are used to limit problems.

poor layout

good layout

RF signal 2RF signal 1

DC signal

DC signal

RF signal 2RF signal 1

I signal

I return1

I return2

Figure 12.22 Demonstration of a ground loop. A signal travels
from one instrument to another over a coaxial cable. Some of
the return current travels on the cable shield, and some of the
return current travels through a ground connection via the
power cabling and mains wiring. The two return paths form a
large loop that can easily pick up noise, which couples into the
equipment.



eling on both conductors or on just one conductor. The common char-
acteristic is that the addition of the current on the signal and return
conductors does not sum to zero. Such currents are referred to as asym-
metric currents. This result is never intended, but arises when return
currents take alternative pathways back to the source. For example, 
consider a cable between two products that are mains powered. If 1amp
of signal current travels down the cable, and 0.1amps return via the
ground, then only 0.9amps return via the second conductor in the
cable. In other words, a ground loop has occurred. The net current on
the cable is 1.0 - 0.9 = 0.1amps. This common mode current translates
to radiation. Although in this case, it is really loop radiation because the
current follows a loop through the alternative ground. Ground loops
only tend to occur at low frequencies.

Another way current can bypass the second conductor of the cable is
through parasitic capacitive coupling. This type of return current can
occur with cables and with PCB traces. Figure 12.23 illustrates the
concept.

Some of the current returns through the parasitic capacitor, leaving
a net current on the cable. In this situation, the cable acts like a whip
(monopole) antenna. As such, it can create tremendous amounts of radi-
ation if associated with high frequencies. The common mode problem
is exacerbated when a transmission line includes local regions with large
loops. The loop presents an inductive impedance which increases with
frequency. As frequency increases, the transmission line loop becomes
larger in impedance and the parasitic capacitive pathways become
smaller in impedance. The parasitic pathways then becomes easier paths
for return current. Thus, a local loop in a transmission line causes two
problems: 1) the loop itself creates differential mode radiation; 2) the
inductance of the loop can force current to return via parasitic capaci-
tance, resulting in common mode radiation on the rest of the trans-
mission line.

One method of thwarting common mode currents is to use a so-called
common mode choke, as shown in Figure 12.24. A common mode 
choke consists of a transmission line wound into a coil or wrapped
around a ferromagnetic core. Although the schematic symbol looks 
like a generic transformer, for proper performance the two wires should
be wound around the core in tandem as a transmission line. Such 
wiring is not typical for generic transformers. The operation of a
common mode choke is similar to the way a transformer works. The
device presents a series inductance in both conductors, and the two
inductors are well coupled. If a current travels on the one conductor and
an equal but opposite current travels on the second conductor, the 
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magnetic fields of each current cancel each other, resulting in zero 
magnetic field. The inductance disappears for differential currents. An
asymmetric current, on the other hand, does not produce this cancel-
lation effect, and is presented with the high inductance of the coil. The
result is that differential currents pass through unchanged, but common
mode currents are “choked” by the inductance. Common mode chokes
are commonly used on the power cords inside most products, to prevent
common mode currents on the cord. They are also used on most com-
puter CRT cables. Take a look at the end of any computer monitor cable.
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Figure 12.23 Common mode currents arise due to asymmetries
in circuits. The circuit asymmetries give rise to asymmetric
parasitic paths, leaving a net current on the cable. The net
common mode current acts as an efficient antenna.
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The result is that the source current on the 
cable and the return current on the cable are 
unequal, producing a net "common-mode" 
current.

Some of the source current travels through a 
parasitic capacitive path.  Some of the return 
current also travels through a parasitic 
capacitive path.  Assymetries in the physical 
placement of the load resistor produces 
unequal parsitic capacitances, and thus 
unequal currents. 

+

-

In this circuit, the load and source are placed in a symmetrical 
manner, resulting in equal parasitic capactiance.  However, the 
presence of a third conductor (ground, in this case) generates 
additional capacitive paths for the return current.  A piece of 
metal, another wire, or a person can also serve as the third 
conductor.



About an inch or so from the end connector, you will notice that the
cable has a cylindrical lump in it. Inside this lump is a common mode
choke.

CABLE SHIELDING

Because cables are typically the longest component of many electronic
systems, they are also the most prone to radiate and most susceptible to
electromagnetic interference. Proper cable shielding can make a differ-
ence of close to 80dB in some cases, so it is a topic well worth spend-
ing the time to understand. There are two basic cabling types that
provide shielding: coaxial cables and twisted wires pairs. Coaxial shields
provide an inherent immunity to electric field interference, and twisted pairs
provide an inherent immunity to magnetic field interference.
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wound in an air coil

Figure 12.24 A common mode choke is constructed in the same
manner as an inductor, except instead of winding a single wire,
the common mode choke is wound using a transmission line.



The worst type of cabling is that of a single wire, using the ground
for return. The Earth’s impedance can vary greatly, and the large loop
area involved makes these systems horribly noisy. The Earth return
system was used for telegraph and telephone systems of the late 1800s
and early 1900s, but it was soon realized that they were much too sus-
ceptible to crosstalk and interference from manmade and natural noise
sources. Crosstalk may not have been a problem when there was only
one telegraph or telephone cable in each town and no radio stations,
but as the electronic age was ushered in, engineers switched to using
two-conductor transmission lines.

Coaxial Cables Below the Break Frequency

To provide excellent electric field shielding, a metal cylinder can be
placed around the signal conductor and used for the return current. This
geometry forms the common coaxial cable. The term coaxial refers to
the fact that the wire (inner conductor) and the shield (outer conduc-
tor) share the same central axis. In other words, the wire is placed in
the exact center of the shield. For the coaxial cable to work effectively,
it must surround the inner conductor completely, without any gaps or
slots. The shield must be chassis-grounded to operate as intended (oth-
erwise, electric fields will capacitively couple to the outside of the shield
and then capacitively couple to the inside of the shield). When the
shield is grounded, the electric fields couple to the shield and then are
shunted to ground. Some interference still occurs because of the finite
resistance of the shield, but the interference is greatly diminished. For
electric shielding, the shield needs to be connected to the chassis-ground
of the equipment at only one side. However, if the cable is electrically
long, the grounding needs to be performed in multiple places; the
ground connections should be placed every 1/20l to 1/10l or less.

The shield of a coaxial cable unfortunately provides no inherent mag-
netic shielding. However, there are techniques of grounding that can
provide excellent magnetic shielding with coax. The most important
factor in successful cabling is to provide a path for return current to flow
through the shield, where it is close to the signal conductor. By follow-
ing this rule, most of the current returns in the shield and not the earth.
The technique allows the signal loop to be small, preventing radiation.
Ideally, the shield should be connected to chassis-ground at only one
location so that ground loops cannot form. The rules for the treatment
of coaxial cables at low frequency (below the cable break frequency) are
as follows:
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• The shield (outer conductor) should be connected to the signal
common at both ends.

• If the signal at a cable end is referenced to ground (earth) through
a resistor or circuit, the shield should also be grounded at that
point.

• If the signal at a cable end is not referenced to ground (earth)
through a resistor or circuit, the shield should not be grounded at
that point.

• Ideally, the signal common and shield should be grounded
(earthed) at exactly one location. Grounding at two locations is
acceptable, but reduces magnetic performance.

• Electrically long cables are an exception to the rule, and should be
grounded at least every 1/10 l.

• If the shield is grounded at both ends, a common mode choke can
be used to prevent common mode currents. The use of transform-
ers or optocouplers will also break ground loops and prevent
common mode currents.

• A simple way to create a common mode choke is to coil a portion
of the cable into a loop. This technique is commonly used periodi-
cally along the utility poles in CATV distribution.

Triaxial Cables and Ferromagnetic Shielding

To provide even better shielding effectiveness, a second shield can be
used. This second shield allows ground current to circulate on the outer
shield and signal return current to flow on the inner shield. This arrange-
ment prevents common impedance coupling between the interference
current and the signal current in the shield and provides the best per-
formance. Such shielding is used for very sensitive measurements. The
outer shield should be grounded via the equipment chassis at both ends.
The inner shield is connected to the signal common at both ends, which
may or may not be referenced to the chassis ground. Another technique
is the use of an added shield made from a ferromagnetic material such
as mu-metal. The ferromagnetic material concentrates any ambient
magnetic fields, reducing the penetration of the field into the interior
of the cable.

Break Frequency

The division between high and low frequencies on cables is deter-
mined by the break frequency of the cable. The break frequency (also
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called the cutoff frequency) is simply a low-pass filter effect caused 
by the shield inductance and shield resistance, f = R/2pL, where R and
L are the series resistance and inductance of the shield, respectively.
Cables behave much differently below the break frequency, as men-
tioned earlier in the chapter. At high frequency, the inductance pre-
vents ground loop currents and other types of common mode currents.
Above the break frequency, the characteristic impedance of the cable is
approximately

Below the break frequency, the characteristic impedance is 
approximately

Refer to Chapter 8 for the exact formula. Note that below the break 
frequency, Zo is a complex number with a phase angle of 45 degrees. 
The break frequency for typical coaxial cables falls in the range between
500Hz and 10kHz.

Coaxial Cables Above the Break Frequency

Surprisingly, above the break frequency, coaxial cable performance actu-
ally improves. At about 5 times the break frequency, virtually all the
current travels in the shield and none travels via ground loops. Thus,
the guideline for grounding high-frequency coaxial cables is simple.

At high frequencies (five times the break frequency) coaxial cable should be
grounded at both ends.

Skin Depth and Transfer Impedance

As frequency increases, the associated skin depth becomes very small;
when the skin depth is 1/5 or less than the thickness of the outer con-
ductor, a coaxial cable behaves like a triaxial (double shielded) cable.
Signal current flows exclusively on the inner surface of the shield, and
induced interference current flows on the outer surface of the shield. For
most shields, this change occurs at about 1MHz. The measure of isola-
tion created by the skin effect is often expressed in terms of transfer
impedance. At DC, the transfer impedance is just the DC resistance of

 
Z

R
i fC

o ª
2p

Z
L
C

o =

CABLE SHIELDING 299



the cable. Once the skin depth becomes less than the thickness of the
shield, the transfer impedance quickly drops to zero. The voltage that
develops in a cable because of induced interference currents in the shield
is proportional to the transfer impedance. Thus, as the transfer imped-
ance goes to zero, so does the interference voltage.

At high frequencies (>1MHz, typical) a coaxial cable with solid shield 
performs like a triaxial cable.

Solid and Braided Shields

Coaxial shields come in two types—solid and braided. A solid shield is
just what it sounds like—a solid conductor that completely surrounds
the inner conductor. Aluminum is most often used for solid shields. Alu-
minum cannot be soldered to, so crimp style connectors must be used
with this type of cable. For CATV distribution, the aluminum is an
extruded/bonded piece of metal. This shielding is ideal. For most other
applications, the shield is a piece of aluminum foil. The foil typically
has a crease in it, which prevents current from circulating and can cause
high-frequency problems.

Braided coax utilizes a copper braid for the shield. Because no braid
can provide complete coverage, the shielding properties are compro-
mised. The most dramatic effect is the behavior of the transfer im-
pedance. At high frequencies, the transfer impedance actually increases
instead of decreasing because of the inductance from the holes in the braid.
Thus the magnetic shielding behavior becomes worse instead of better. Braided
shields can be the source of strange problems such as GHz oscillations.
The best high frequency solution is a cable with both an aluminum 
foil shield and a copper braid. Such cables are available from Belden
(www.belden.com) and can exhibit transfer impedances as low as 
1mW/meter at 500MHz.

Ribbon Cables

Ribbon cables are very ineffective at providing any type of shielding,
and should not be used except inside products over very short distances.
(Lab use of ribbon cable for RS-232 signaling is also often acceptable,
but don’t intend to sell any products based on external ribbon cabling.)
When using ribbon cables, it is a good idea to use a separate ground
wire for every signal wire. The wiring should be such that signal wires
and ground wires alternate in succession. This technique reduces induc-
tive and common impedance coupling between the wires.
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Twisted Pair Cables

Twisted pair cable consists of a pair of wires twisted consistently to
achieve a constant characteristic impedance. The twisted pair cable is
the complement to the coaxial cable in that it provides inherent mag-
netic shielding but no electric shielding. The magnetic shielding arises
from the twisting. Each twist reverses the polarity of the loop; therefore
magnetic fields can only couple to the small loop twists and not the
cable as a whole. The shielding effectiveness increases with finer pitch
(more twists per inch). Finer pitch also allows for higher-frequency oper-
ation because it prevents radiation better. Higher-frequency operation
also requires that the variation in the twisting pitch (i.e., the pitch tol-
erance) must be minimized. Twisted pair cable is used for carrying phone
signals and for twisted pair Ethernet local area network (LAN) signals.
Standards exist for different types of cable. Category 1 cable is specified
for voice signals; category 3 cable has a finer pitch and is specified 
for 10Mbit/sec signaling; category 5 is specified for 100Mbit/sec signal-
ing; category 6 cable is specified for 250Mbit/sec cabling; category 7
cable is planned for 600Mbit/sec operation. Several pairs can be used in
parallel to achieve higher bit rates. These cables are specified to trans-
mit data up to 100 meters. The high-frequency characteristic impedance
is 100 ohms.

There is also a break frequency for twisted pair cables. The break fre-
quency for typical twisted pair wires, like those used in telephone
wiring, falls in the range between 10kHz and 100kHz. At audio fre-
quencies the magnitude of characteristic impedance is typically speci-
fied as 900 ohms or 600 ohms, in accordance with telephone standards.
The line is matched to a 600 ohm source at the telephone company’s
central office (CO). At 60Hz it rises to 10kohms or more. This is in
drastic contrast to the purely real, 100 ohm, high-frequency character-
istic impedance typical of twisted pairs.

There are two methods to provide electric field shielding on twisted
pairs. The first method is to use a metal shield around both of the pairs.
This shield is grounded via the equipment chassis, and it must be
grounded at either one end or both ends. However, several options exist
for grounding the shield. For low frequencies (below break frequency),
grounding at one end is best. For high frequencies, grounding at both
ends is best. One variation is to ground the cable at one end and then
connect the other end to ground via a capacitor. This technique pro-
vides a single ground for low frequencies, and two grounds for high fre-
quencies. The capacitor should have a high voltage rating (to withstand
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ESD events), and a large value resistor should be used in parallel to
further drain any static charges.

Single-Ended versus Balanced Signaling*

So far all the cable techniques I have discussed assume that one of the
conductors is connected to the signal common. In the case of coaxial
cables, the outer conductor is always connected to the signal common
(and possibly ground). Because twisted pair is a symmetric transmission
line, it doesn’t matter which conductor is connected to ground. This
method of cabling is referred to as single-ended cabling.

A better way to send signals is to use balanced signaling. In a balanced
system, each wire has the same impedance to the circuit common (which
is typically grounded). This effect can be achieved by using a center-
tapped transformer with the center tap connected to ground, or by using
differential amplifiers that drive a positive signal on one wire and an
equal but opposite voltage on the other signal. For proper balancing, the
output impedance of each amplifier output must be equal. At the receiv-
ing end, the difference in voltage between the signals is measured. The
receiving end circuit may or may not be referenced to ground.

This technique has many great benefits. First, it is immune to ground
differences at the sending and receiving ends, because only the difference
of the voltage between the wires is measured. The common voltage to
ground is irrelevant. Second, the balancing provides immunity to elec-
tric fields. If placed in an electric field, currents may be induced, but 
due to balancing, the currents and voltages are equal in the two wires.
Consequently, an equal interference voltage is added to both wires. Since
the receiver amplifies the difference, the received signal is unaffected.

Telephone lines use balanced twisted pair signaling. At the central
office, each wire is typically connected to ground through 300 (or 450)
ohms of resistance. This arrangement provides balancing and imped-
ance matching to 600 (or 900) ohms. The receiving end (your telephone
set) is typically floating with respect to ground. Because telephone cables
can be several miles long and often travel underneath power lines,
shielding is extremely important. The measurement that quantifies how
well a twisted pair is balanced is called longitudinal balance. Any mis-
match in impedance to ground reduces the electric field immunity.
Twisted pair Ethernet, as well as data protocols such as RS-422, also uti-
lizes balanced twisted pair signaling. The original Ethernet standard
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specified coaxial cable, but twisted pair is now exclusively used in the
Ethernet standards. The main reason for the change of technologies is
the ease of physically routing twisted pair as compared to coaxial cable,
which is bulkier and harder to bend.

Cabling Summary

Twisted pair cable works better than coaxial cable for low impedance
(impedance less than the characteristic impedance of the cable) since it
is better at preventing magnetic coupling. (Recall that low-impedance
lines are mostly susceptible to magnetic field coupling.) For high-
impedance applications coaxial cable provides better performance than
unbalanced twisted pair. However, a well-balanced twisted pair can
perform equally well as a coaxial cable. Shielding a balanced twisted pair
provides extra immunity. For low-frequency applications, such as audio,
shielded balanced twisted pair is the best solution. Thanks to the cate-
gory standardization, data is very well served by balanced twisted pair
cabling. Analog RF and microwave is the domain of coaxial cables. Some
coaxial cabling systems (cables and connectors) can support frequencies
of 40GHz and higher.
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13 LENSES, DISHES, AND
ANTENNA ARRAYS

Lenses, dishes, and antenna arrays are all devices that can be used to
concentrate and focus electromagnetic radiation. Furthermore, because
these devices can isolate radiation from a specific direction, they can be
used to create images or photographs.

REFLECTING DISHES

Dishes used for microwave transmission and reception are a good
example to start with. Dishes are often used to receive microwave trans-
missions from satellites, such as those used for satellite television recep-
tion. The main purpose of the dish is to concentrate the microwaves,
thus increasing the signal strength. The dish must be made of a reflec-
tive material; metal materials are used for radio and microwaves because
metals reflect quite well. The dish is pointed in the direction of the
source and it reflects the waves toward the center of the dish where an
antenna is placed. For a dish to operate effectively, it must be at least
several wavelengths in diameter, and the received signal strength is pro-
portional to the area of the aperture. In practice, reflector dishes are
usually at least 10l in diameter. For this reason dishes are usually used
only in the microwave region of the spectrum. If the dish is electrically
small, the dish just scatters the radiation and its focusing properties are
lost (diffraction is covered in Chapter 14). When any object is much
larger than a wavelength in dimensions, the wave energy can be approx-
imated as particles traveling in straight lines called rays. The approxi-
mation is referred to as the geometrical optics approximation. The theory
of geometrical optics is used to described how lenses work. It can also
be used to describe the behavior of dishes. For apertures with diameter
greater than about 60l, diffraction can be mostly ignored, and the ap-
proximations of geometrical optics work quite well. For smaller dishes, dif-
fraction theory needs to be used, although geometrical optics will
provide an approximation.

307



Figure 13.1 shows how radiation rays incident from broadside to the
dish are concentrated at the antenna. This occurs because of the shape
of the dish. The parabolic shape allows for all perpendicular rays to be
reflected to the center, and the travel time for all rays to reach the center
is equal. Thus, the rays reach the antenna in phase, and add construc-
tively. Rays that arrive from other angles do not get concentrated at the
antenna. Furthermore, the rays that do reach the antenna from other
angles are not in phase, so they do not add constructively. Consequently
the dish has a receiving/transmitting pattern with a thin lobe in the
direction broadside to the antenna.

Figure 13.2 shows the receiving pattern of dishes as a function of elec-
trical diameter. As you can see from this figure, larger dishes collect more
radiation and serve to focus the radiation more narrowly. The width of
the center lobe in each pattern contains about 90% of the total power.
The center lobe width, Dq, can be calculated from
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Figure 13.1 A reflecting dish showing the concentration of
radiation.



with the approximation being valid when the angular width, Dq, is
small.

The 18 inch satellite dish used for satellite TV reception is a famil-
iar example. The frequency of reception is centered at 12.45GHz 
(Ku-band microwave), making this dish about 19 wavelengths in 
diameter. The rays are focused to a waveguide feedhorn antenna (a 
flared piece of waveguide). This Ku-band signal is amplified, down-
converted to a signal that is centered at 1.2GHz, and then output on 
75ohm coax that leads indoors to the receiver. The feedhorn and down-
converter are integrated in a single package called a low-noise block-
down (LNB) converter. In contrast, to create an equivalent dish in the
FM radio band would require a dish diameter of about 60 meters. A dish
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Figure 13.2 Receiving pattern for apertures (dishes, lenses,
etc.) of various sizes. Note that the x-axis scale is not the same
for the figures.



this size would take up the area of about half of a football field. A dish
for the VHF TV band would require a comparable size dish. Now you
can understand why you can’t buy a dish antenna for receiving TV or
radio signals—it would be too big to be practical. However, dishes of this
size and larger have been built for the purposes of radio astronomy. For
example, the radio dish at Arecibo, Puerto Rico, is 300m in diameter.
This dish has a movable antenna feed. By moving the antenna feed, the
direction of focus can be changed. The dish can thus be used to scan
across the sky.

The parabolic shape is useful for concentrating rays that are parallel.
Parallel rays imply that the source is very far away, and the radiation
takes the form of plane waves. In the terminology of cameras, the par-
abolic dish is focused at infinity. A reflecting dish can also focus rays
that emanate from a source a finite distance from the dish by placing
the feed antenna further from the dish. Figure 13.3 shows a dish that
focuses rays from a finite distance. At a finite distance, the source rays
form a radial pattern. These concepts will become more clear after you
learn about lenses.

Microwaves and radio waves are not the only applications of reflect-
ing dishes. The best optical telescopes actually use reflecting mirrored
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Figure 13.3 A reflecting dish focused at a finite distance.



dishes instead of lenses. Very large mirrored dishes can be more easily
and precisely manufactured than optical lenses of the same size. In an
optical dish, a photographic plate, electronic camera, or other imaging
device (e.g., the human eye) is used in place of an antenna.

LENSES

Instead of using a reflecting dish to focus rays of radiation, a lens can
be used. Lenses are made from materials that are transparent (low loss
dielectric) and which have a higher dielectric constant than air. In
optical terminology, the index of refraction (n) is used in place of the
dielectric constant (er):

The wave impedance of the material can be calculated from the index
of refraction:

You have already learned that when waves encounter an impedance
boundary they are partially transmitted and partially reflected. There is
another effect that occurs when the radiation is incident at an angle
other than perpendicular. This effect is the refraction or bending of 
light electromagnetic radiation. Figure 13.4 shows that when light rays
are incident on a material of higher index of refraction, the rays change
direction.

When going out the other side, the rays are bent once again. Refrac-
tion is the basis for how a lens works. The lens is constructed with a cur-
vature such that rays incident at different points are bent by a different
amount. Consider a lens focused at infinity, with rays incident perpen-
dicular to the lens, as shown in Figure 13.5. The surfaces of this lens
have a parabolic shape.

The ray that hits the center is exactly perpendicular to the surface of
the lens, and therefore is not bent at all. Rays that hit the lens at points
away from the center form an angle with the surface that is different
than 90 degrees. These rays will thus be refracted (bent). In fact, the inci-
dent angle and thus the refraction angle change in proportion to the
distance from the center of the lens. Therefore, rays at the edge of the
lens will be bent the most. The result is that all the rays are focused at
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a single point behind the lens. This point is called the focal point of the
lens, and is the location where the sensing element (antenna or photo-
graphic film, etc.) is placed. Another interesting point is that the waves
that follow each ray have exactly the same path length, and therefore
arrive synchronized in phase. The rays may have different lengths, but
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Figure 13.4 Refraction of a ray of light passing through a
layer of glass.

n = 1     n2 = 1.3       n = 1

Figure 13.5 A lens focusing light from an infinite distance.
The light converges at the focal length, f, of the lens.

f



the slow speed of light inside the lens (v = c/n) causes delay. For example,
the ray that travels through the exact center is delayed the most because
it travels through the thickest part of the lens. The rays that travel
through the lens near the edge are delayed the least because they travel
through the thinnest part of the lens. These rays, however, travel the
longest distance through air. The physics works out such that the delay
through air plus the delay through the lens is always the same for rays
that arrive at the focal point.

The lens just described performs the same function as the parabolic
reflecting dish. The receiving pattern of such a lens is identical to those
of the reflecting dish shown in Figure 13.2. You could even make an 18
inch lens to use instead of the satellite TV dish. Instead of placing the
antenna feed in front, the antenna feed would be placed in back of the
lens, to collect the microwave radiation. Glass is a low-loss dielectric 
in the microwave region, with an index of refraction of about n = 2.25.
The index of refraction is actually slightly higher at the microwave 
frequencies than at visible frequencies. The reflecting dish is used for
microwaves because a dish of metal is much cheaper to manufacture
than a glass lens. The dish is also much sturdier. Of course, making a
lens at radio frequencies, such as the FM radio band, is also possible in
theory, but obviously not viable due to the immense aperture size
required.

IMAGING

Because the focal point stands behind the lens, it is very easy to use a
lens for imaging. Suppose that you place a photographic plate in the
plane of the focal point as shown by Figure 13.6. The plane where the
plate is located is called the image plane.

Assume that the lens has a diameter of very many wavelengths. Not
only will rays perpendicular to the lens focus to a point at the center of
the image plane, but rays that arrive at slightly different angles will focus
to points slightly offset from the center. In fact, for every angle of inci-
dence of a plane wave, there is a corresponding point on the image plane
where light from that direction will be focused. A photographic plate as
well as the special receptor cells in our eyes can capture the light at all
of the different image plane points simultaneously. Thus, both systems
(the camera and the eye) can produce images. The imaging system
shown in Figure 13.5, which is focused at infinity, can be used to image
objects at great distances such as stars in the sky or mountains in the
distance. The distance, f, from the lens to the focal plane is a function
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of the lens material index of refraction and of the shape of the front
and back surfaces of the lens. In practice, lenses usually have a spheri-
cal surface instead of a parabolic surface because the spherical surface is
easier to create. Some slight error occurs due to this shape. The focal
length for a thin spherical lens is a function of the radius of curvature
of the two spherical surfaces, front and back.

Imaging is not limited to objects at very large and approximately 
infinite distances. Any imaging system can be easily changed to focus
on near objects (Figure 13.7) by increasing the distance from the lens to
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Figure 13.7 A lens focusing light from a finite distance.

2f

2f

image

object

Figure 13.6 A lens focused on an object (the gray arrow)
produces an image at the image plane. The rays of light
from the head of the arrow are shown.



the imaging plane. This is how a camera is focused. The lens is moved
in relation to the imaging plane where the film resides. The human eye
uses a different method to focus. The muscles of the eye can be tensed
to change the shape of the lens, thus changing the focal properties of
the lens.

Imaging Resolution

All imaging devices are limited in the smallness and spacing of objects
they can resolve. Objects smaller or more closely spaced than the
device’s resolution become blurred. There are two limiting factors of res-
olution. The first is the physical wavelength. Due to the phenomenon
of diffraction, which is common to all wave types, you cannot image
objects smaller than about a half-wavelength in dimension. For this
same reason transmitted wave energy is greatly diminished when inci-
dent upon small apertures less than 1/2l in both dimensions. The waves
cannot easily pass through such small openings. The complement to a
small aperture is a small object. When waves are incident upon a small
disk, for instance, very little of the wave is reflected. The wave tends 
to diffract around the object instead. This property of waves defines 
the resolution limit for microscopes. Visible-light microscopes can only
resolve objects down to about one half of the shortest visible wave-
length. The shortest visible waves are in the violet color range and have
a wavelength of about 380nm. This same property limits the resolution
of the photolithographic processes used in integrated circuits manufac-
turing, although in the lithographic process radiation in the ultraviolet
can be used because the process is not limited by the properties of
human vision.

The second resolution limit is the angular resolution limit. The
angular resolution defines how closely an imaging device can resolve
two objects in terms of angular separation. The angular resolution of an
imaging system is dependent on the electrical diameter of the aperture.
An aperture is in effect a window of the entire imaging signal. The result-
ing image is blurred in inverse proportion to the aperture’s electrical
dimension. An aperture with an electrical radius tending to infinity pro-
duces an image tending to infinite angular resolution.

Angular resolution is defined by the Rayleigh criterion. The Rayleigh
criterion defines the minimal angular resolution in terms of the electri-
cal size of the aperture (e.g., lens, dish, or antenna array):

q
l

= 1 22.
D

IMAGING 315



where Dl is the aperture diameter given in wavelengths. Smaller wave-
lengths and larger apertures provide better angular resolution. For this
reason cameras with larger lenses produce sharper images. This fact can
be readily seen by examining Figure 13.2. Apertures that are electrically
larger produce sharper focal lobes. The human eye has an angular re-
solution of about 0.01 degrees. The angular resolution is what limits our
vision in practice. Large telescopes have much larger optical apertures
and can therefore provide much higher resolution images of the sky. As
I highlighted in Table 1.1, imaging becomes impractically large at radio
frequencies. The eye has a diameter of about 5000 wavelengths. To create
an imaging device of equal electrical diameter requires an aperture of
diameter of 1600m at 100MHz. In Chapter 1, I somewhat arbitrarily
defined an aperture of minimal imaging as 14 wavelengths. Using the
Rayleigh criterion, such an aperture can resolve angular separations of 5
degrees.* Microwaves can be used for imaging, but the resolution of the
objects it can measure is much less than that in the optical range.
Microwave imaging has several applications, including two-dimensional
radar imaging (pictures) for aircraft identification. Traditional one-
dimensional radar just produces a single dot on a radar screen, whereas
two-dimensional radar produces an image of aircraft similar to a low-
resolution black and white photo.

ELECTRONIC IMAGING AND ANTENNA ARRAYS

Imaging systems such as the eye and electronic video cameras create
images that are sampled in space. In other words, there is an array of
light-sensitive elements at the imaging plane, and each element pro-
duces its own electronic signal proportional to the light intensity
received at its location on the imaging surface. If the array is very finely
grained, the image resolution is unaffected. If the array is not finely
grained, a pixilated effect occurs.

Now, what if the “middle man” (i.e., the lens), is removed? Could
electronics somehow process the radiation received by the sensor ele-
ments as a lens would, such that an image could be created? The answer
is yes! Although the technology does not exist for such processing to be
accomplished at visible frequencies, electronic imaging can be accom-
plished readily at radio and microwave frequencies. The key factor for
electronic imaging is the ability to process all the information in the
wave. Visible light sensing elements can only produce a signal propor-
tional to the time-averaged amplitude (intensity) of the received light.
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*The moon provides a gauge for understanding angular size. As seen from Earth, the
moon subtends 1/2 degree.



All phase information is lost. In contrast, radio antennas capture the
actual wave, providing instantaneous amplitude and phase of the radi-
ation received at that location.

An antenna array is a group of antennas spaced such that they span
an electrically large aperture. There are many variations on antenna
array geometry. Some are very simple, composed of only two or three
antennas, while others comprise hundreds of antennas. I will only
discuss the basic premises of antenna arrays. Suppose you want to create
an aperture for imaging at radio or microwave frequencies, but you 
don’t want to use a dish. Instead you can create an electronic lens, by
placing numerous antennas evenly across an aperture, as shown one-
dimensionally in Figure 13.8.

In effect, this is a sampling of a continuous aperture at discrete loca-
tions, the spatial analogue to the time domain sampling performed in
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Figure 13.8 A two-dimensional array of dipole antennas forms
a rectangular aperture, sampled at discrete points in space.



digital audio systems. Time domain sampling in audio systems puts a
limit on the minimum time resolution (or equivalently, it puts a limit
on the maximum frequency). The spatial case is somewhat more
complex, and I will not cover the details. The processing to produce an
image is quite simple—delay and sum. The electronics need to perform
the delay that physically occurs in a lens or reflecting dish, such that 
all the rays are added together in phase. For example, to focus far-field
radiation received from the direction broadside to the array, the antenna
signals are just added together. To focus far-field radiation received from
an angle, q, the signals are each delayed by amount,

to recreate the wavefront (places of equal phase) as shown in Figure 13.8.
In this formula, x is the distance along the array, q is the angle in the
direction of the source, and c is the speed of light. This technique allows
for focusing at infinity. For focusing objects at a finite distance, each
signal must be delayed to recreate the spherical wavefront of close
objects. For example, to focus the antenna array at a finite distance, r,
broadside to the array, you apply a delay,

to each element. In this formula, x is the distance from the center of
the array and r is the distance to the source from the center of the array.
The delay can be implemented via LC filters or via computer programs
in a microprocessor (assuming that the signals are digitized).

The application of antenna arrays is not limited to imaging. Antenna
arrays can be used to focus signal reception from a specific direction,
just like a reflecting dish. If the signals are narrowband, and therefore
approximately single frequency, a simple phase shifter can be used
instead of a delay function. Most communication signals fall in this cat-
egory and are referred to as coherent sources. The process of using elec-
tronics to focus an antenna array is called beamforming. The beauty of
the antenna array is that its beam direction can be changed electroni-
cally, in contrast to the reflecting dish, which must be physically redi-
rected using motors. Another advantage of the antenna array is that it
can simultaneously scan signals from different directions by operating
multiple microprocessing algorithms or multiple circuits in parallel. 
The reflecting dish can only scan one direction at a time. The fact that
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antenna array signals are processed via electronics allows for adaptive
antennas and so-called “smart antennas” to be designed. The last benefit
of antenna arrays is that they can be used to create immense apertures,
covering thousands of meters. All that is needed is a set of well-spaced
antennas.

OPTICS AND NATURE

It is an interesting fact of nature that the visible portion of the spec-
trum is really the only viable part of the spectrum for animal imaging.
(Portions of the near infrared and near ultraviolet, which surround 
the optical range, can also be used and are used by some animals. For
example, bees and many birds can see into the ultraviolet, and turtles
can see into the infrared.) Radio and microwaves are too large to resolve
objects such as small animals and insects. Water contains atomic and
molecular resonances through most of the infrared, making it opaque
at these frequencies. At radio frequencies, water becomes transparent
again, but radio wavelengths require gigantic apertures. In addition, 
due to the large wavelength, radio wave imaging devices can resolve 
only large objects. Even if 1GHz were used, the aperture would need to
be at least several meters in diameter, and could only resolve objects of
15cm or larger—not very useful for any animal on Earth. Water also
becomes opaque (lossy) in the higher ultraviolet range. X-rays are too
scarce and too damaging to be used for animal imaging. Finally, the sun’s
radiation peaks near the infrared/visible border and is filtered by water
and gases in the atmosphere, making visible light the most plentiful
region of the natural spectrum received on Earth. Animal vision is
optimal in many ways.
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14 DIFFRACTION

Light, and all electromagnetic waves in general, does not necessary
follow a straight path; electromagnetic waves can bend around objects.
This property is common to all waves, not just electromagnetic waves.
For example, consider the propagation of water waves in Figure 14.1.

The waves are traveling from left to right through open water. Upon
encountering a wall with a small opening, the waves diffract. That is,
on the right side of the wall, the waves propagate from the aperture in
a circular manner. This behavior is in direct contrast to how particles
progress through an aperture, as shown in Figure 14.2.

As with the waves, only the portion of the incoming particles that
arrive at the opening can make it through to the right-hand side.
However, in contrast, the particles that do make it through the aperture
continue to travel in straight lines.

In general terms, diffraction is the aspect of light that cannot be
described by geometrical optics. In other words, diffraction effects are
those effects that cannot be explained from the physics of particles.
Having studied the physics of lenses and geometrical optics, Newton was
convinced that light consisted of particles that traveled in straight lines.
Although other scientists of his time believed that light was a wave, it
wasn’t until many experiments of light diffraction were conducted that
science as a whole was convinced of the wave nature of light. Ironically,
quantum physics brought back the particle nature of light. The modern
view is that light can somehow act as both a particle and a wave.

DIFFRACTION AND ELECTRICAL SIZE

Diffraction is very dependent on the electrical size of the objects
involved. With objects having dimensions below a wavelength, geo-
metrical optics cannot be used at all. Diffraction effects dominate when
waves interact with these small objects. On the other hand, the inter-
action of waves with objects whose dimensions are greater than about
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60l is governed mostly by geometrical optics, and diffraction effects
usually go unnoticed. Diffraction accounts for much of the difference
between light wave propagation and radio wave propagation. For
example, imagine you and a friend standing on opposite sides of a per-
fectly absorbing, 10 foot–high wall. If your friend shines a light at the
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Figure 14.1 Water waves incident upon a wall with an
aperture (opening).

Figure 14.2 Particles incident upon a wall with an aperture.



wall, none of the light will make it to you. However, if he sends a
message with a radio wave at say 1MHz, the wave will easily diffract
around the wall and reach you.

HUYGENS’ PRINCIPLE

One of the best ways to picture how light waves propagate is through
the application of Huygens’ principle. Starting with an arbitrary wave-
front, you assume that each point along the wavefront is a point source
for a new propagating wavelet. By taking the envelope of all the wavelets
from each point, you produce a second wavefront. This process can be
continued again and again to produce successive wavefronts. Figure 14.3
illustrates this process. This process is only an approximation. It does
not account for the effects of wavelength. Fresnel produced an exact
method of wave construction with a slight modification to Huygens’
principle. The Huygens-Fresnel principle states that you sum the
wavelets from each point, including both amplitude and phase, on the
wavefront. In other words, you allow each wavelet to interfere.
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Figure 14.3 Demonstration of Huygens’ principle. Each
point of the initial wavefront creates its own spherical
wavelet. The next wavefront (dotted line) is created from the
outline of the individual wavelets.



BABINET’S PRINCIPLE

Consider the three situations depicted in Figure 14.4. In each case, a
plane wave source is incident upon an imaging plane. In the first case,
there is no intervening object, and the light intensity is constant across
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Figure 14.4 Illustration of Babinet’s principle. The sum of
the light patterns of an aperture and an object of equal size
and shape is equal to the pattern without any barriers.
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the image plane. In the second case, an object is placed before the
imaging plane and a shadow is cast on the imaging plane. In the third
case, a screen with a single aperture is placed in front of the imaging
plane. The aperture has the same dimensions as the object in case 2. The
aperture is also positioned at the same place as the object from case 2.
A small region of light is cast onto the imaging plane, with the rest of
the plane in shadow. Babinet’s principle states that if you sum the wave
amplitude (not the power or intensity, which is related to the square of
the amplitude) at the imaging plane for cases 2 and 3, the result is the
image from case 1. This principle holds in general for any wave source,
and any complementary set of screens.

In 1870, Lord Rayleigh derived the law for scattering of light from
objects much smaller than a wavelength. The law states that the scattered
light is proportional to the area of the object multiplied by the fourth
power of the electrical dimension of the object. This result is the com-
plement of the transmission of light through small apertures, which I 
discussed in Chapter 9. In 1944, Nobel Prize–winning physicist Hans
Bethe derived the theory of diffraction for small apertures. The equivalent
result of the two theories demonstrates the success of Babinet’s principle.

FRAUNHOFER AND FRESNEL DIFFRACTION

Diffraction is a radiation phenomenon. Fraunhofer diffraction occurs
when the wave source and observer are far from the aperture or scat-
tering object. Fresnel diffraction occurs when the source and/or observer
are close to the aperture or scattering object. Figure 14.5 shows Fresnel
diffraction patterns for apertures of various cross-sections. Figure 14.6
shows Fresnel diffraction patterns for opaque (perfectly absorbing)
objects with different size cross-sections. In other words, Figure 14.6
shows the Babinet complements to those objects in Figure 14.5. In each
case, the source frequency is 100MHz (l ¥ 3m), and the source antenna
is assumed to be very far away from the objects. The electric field is mea-
sured at a distance of 10m from the object. For electrically large objects,
the shadow is in proportion to the object. The shadows cast by ordinary
everyday objects under illumination by visible light fall into this cate-
gory. For electrically small objects, the shadow becomes almost impos-
sible to discern. The shadows cast by ordinary everyday objects when
illuminated by radio waves fall into this category.

Figure 14.7 shows a close-up view of a shadow edge. The shadow does
not immediately change from dark to light, but goes through a transi-
tion period on the order of several wavelengths.
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Diffraction patterns depend on both the ratio of aperture to wave-
length (electrical size of the aperture) and the ratio of the aperture to
distance from aperture to the imaging plane. Notably, the pattern
spreads as the relative distance is increased from aperture to imaging
plane. This result is commonly observed whenever you use a flashlight.
The flashlight beam broadens as it travels away from the flashlight.

RADIO PROPAGATION

The propagation of radio waves displays many diffraction effects. Radio
waves do not create crisp shadows because the wavelengths are much
larger than the objects encountered. Diffraction also allows radio waves
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Figure 14.5 Simulated diffraction patterns for apertures of
various widths, with incident radiation of 100MHz (3m
wavelength). Patterns “measured” 10m from aperture. The
figures graph the intensity of the radiation pattern.



to travel over the horizon. The waves are diffracted by the surface of 
the Earth.

CONTINUOUS MEDIA

Waves propagate around electrically small objects without any crisp
shadows. If many small objects are evenly distributed in the path of a
wave, the effect can be approximated by considering the medium as 
continuous, with effective dielectric properties. For radio waves, rain and
tree leaves are examples of small objects that can be approximated by
assuming a continuous medium with slightly different electrical prop-
erties than those of air.
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Figure 14.6 Simulated diffraction patterns for objects of
various widths, with incident radiation of 100MHz (3m
wavelength). Patterns “measured” 10m from object. The figures
graph the intensity of the radiation pattern.



In fact, this approximation is used throughout electrical engineering.
No material is truly continuous. Rather, materials are composed of indi-
vidual particles—electrons, molecules, ions, and atoms. For radio waves,
infrared, visible, and even ultraviolet radiation materials can be consid-
ered to be continuous media with properties of conductivity, permittiv-
ity, and permeability. Only when the radiation wavelength approaches
the size of the molecules and atoms and their spacing does their discrete
nature become apparent. High-frequency X-rays have wavelengths small
enough to be affected by individual atoms in materials, and can be used
to image the structure of crystalline materials.
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Figure 14.7 Simulated diffraction patterns at the edge of a
long object, with incident radiation of 100MHz (3m
wavelength). Pattern “measured” 10m from object. 
The figures graph the intensity of the radiation pattern.
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15 FREQUENCY DEPENDENCE
OF MATERIALS, THERMAL
RADIATION, AND NOISE

This the final chapter covers some miscellaneous but interesting topics
that relate to electromagnetics. An often overlooked aspect of electro-
magnetics is the fact that all materials possess varying electromagnetic
properties in different regions of the electromagnetic spectrum. I also
cover the basics of thermal radiation, which is the type of electromag-
netic radiation responsible for radiative heat transfer, and thermal circuit
noise. Both thermal radiation and thermal circuit noise are caused by
the random motion of charged particles, most notably electrons, inside
a material.

FREQUENCY DEPENDENCE OF MATERIALS

In electronics you spend your time with materials that have (approxi-
mately) constant properties in relation to frequency. However, no mate-
rial retains the same response over all frequencies. Many materials are
relatively constant at electronic frequencies, but almost all materials
undergo property changes in the infrared and/or visible bands. We are
quite fortunate that many materials go through changes in the visible
band, because the variations provide the many different colors that we
see and utilize to identify objects.

Conductors and Dielectrics

There are two basic types of materials, conductors and dielectrics. Con-
ductors are materials that support a current at DC. As such, they have
large concentrations of mobile charge. Most good conductors are metals,
but ionic solutions such as salt water are one example of nonmetal con-
ductors. The other major type of material is the dielectric or insulator.
Dielectrics are poor conductors at DC. There are of course materials that

331



fall into the gray area in between the two types, but I will focus on the
distinctions to keep the topic clear.

Metals

Because metals are the most commonly used conductors, I will focus on
the properties of metallic conductors. At DC and radio frequencies, the
electrons inside the metal can be approximated as a classical gas of
charged particles bounded by the surface of the metal. You can picture
this model as tiny charged balls that are constantly in motion bounc-
ing off one another. When an electric field is applied, the electrons expe-
rience a net drift in the direction of the field. Because there is such a
high density of electrons, no electron can travel very far before it col-
lides with another electron or with an atom in the lattice of the metal.
The applied electric field causes more motion in the electron gas. Due
to collisions, some of the applied energy is lost to the random electron
motion and atomic vibrations, which is simply the microscopic mani-
festation of heat. The energy lost to heat is proportional to the resistiv-
ity of the metal multiplied by the current squared. A superconductor
exhibits no electron collisions, no heat loss, and no resistivity.

If an AC signal is applied to the metal, the effect is basically the same,
except that the electrons are sloshing back and forth in synchronization
with the changes in the applied field. This describes metallic behavior
from DC through microwaves. However, in the infrared the wave slosh-
ing becomes so rapid that the wave can change directions before some
of the electrons experience a collision. The frequency at which this starts
to occur is called the relaxation or damping frequency of the metal. For
copper this frequency occurs at about 4THz, as can be seen in Figure
15.1. At much higher frequencies, such as the visible range, the elec-
trons move with the wave without having any more collisions than they
would without the wave. In other words, there is no heat produced by
the electric field. A metal at these frequencies is said to behave as a 
collision-less plasma. Metals are reflective both below and above the
relaxation frequency. This characteristic is pointed out every time we
look in the mirror. Assuming that electronics progresses into THz, you
may wonder how the change in metal properties will affect the use of
metals for transmission. The physics involved seems to allow transmis-
sion lines to be created well above the relaxation frequency.

However, there is a major problem to creating transmission lines
beyond the terahertz regime: scaling laws. Scaling laws occur through-
out nature. For example, a typical human can only carry objects that
are about the same weight as his or her body, whereas an ant can 
carry objects that are 100 times its own weight. The scaling laws of 
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Figure 15.1 Calculated electrical properties of copper as a
function of frequency. The conductivity is constant up to the
relaxation frequency (~4THz), where it starts to drop. The
reflectivity is close to 1 until the visible range. The absorption
increases up to the near infrared, where it levels off. In the
ultraviolet, the absorption rapidly decreases.



electromagnetics are such that signal attenuation on transmission lines
is inversely proportional to the spacing of the conductors. Thus, the
infrared signal attenuation becomes too great for transmission lines to
be practical.

Metals exhibit a second change in properties that occurs above the
visible range. This transition frequency is referred to as the plasma fre-
quency. Above the plasma frequency, a metal becomes transparent! In
fact most metals become transparent in the ultraviolet range. This same
phenomenon occurs in the ionosphere. The ionosphere consists of a gas
of ions and free electrons, forming a plasma. At low radio frequencies,
the ionosphere reflects radiation, allowing skip-mode propagation and
global waveguide effects. In contrast, the microwave range is above the
plasma frequency of the ionosphere. The ionosphere is transparent to
microwaves, allowing for communication between the Earth and orbit-
ing satellites. The plasma frequency of the ionosphere occurs in the 
VHF band.

Dielectrics

Dielectrics are materials that do not allow DC conduction. This prop-
erty implies that dielectrics do not have charges that are free to move
around. This does not imply that the dielectrics do not respond to elec-
tric fields. Any material with a dielectric constant above that of a
vacuum has some response to electric fields. On the molecular or atomic
scale, charge is displaced via rotation or separation. In water, the major
reaction is that of rotation of the H2O molecule, which is inherently
polarized. Another type of reaction is ionic polarization; the bond
between atoms that make up a molecule is stretched and relaxed when
placed in an electric field. The third major type of polarization is 
electronic polarization. Electronic polarization is the stretching of the 
electron cloud (orbital) around the nucleus. In all of these phenomena,
the polarization occurs in a finite, non-zero amount of time. That is, it
takes a certain amount of time for the polarization to occur. Think of a
pendulum—it takes time for it to move back and forth. The pendulum
also has a resonant frequency corresponding to how quickly it can 
move and then return to the same position. When the frequency of the
applied field is low compared to the resonant frequency, the polarizing
charge can perfectly track the changing electric field. When the fre-
quency becomes greater than the resonant frequency, the charge can 
no longer track the applied field quickly enough. Therefore, above this
frequency polarization does not occur and the dielectric constant drops
in magnitude.
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A side-effect of the polarization of charges is that of heat loss. This
process is friction on a microscopic scale. When the charges are polar-
ized in a dielectric, some energy is lost to random vibrations in the mate-
rial. In dielectrics, the heat loss peaks at the polarization resonant
frequencies.

The summary just given is very simplistic. All real materials exhibit
combinations of many different effects. Any slight impurities in a mate-
rial such as water or glass will also contribute. Furthermore, in the
infrared and above, electrons can be excited into higher quantum
orbitals, thus absorbing radiation at specific frequencies. Any irregu-
larities or roughness that is electrically large will also contribute to 
scattering and absorption. Most everyday objects are compounds of
simple and complex molecules, producing a very varied response in the
visible range.

Water

Water is an example of a dielectric. Even this simple molecule has a
varied frequency response. Near DC and at low radio frequencies, water
is a good insulator. At these low frequencies water is transparent to radi-
ation and is low loss. As frequency increases, so does loss. Water is quite
lossy even in the microwave and is extremely lossy in the infrared,
making it opaque to radiation. The loss drops dramatically in the near
infrared, leading to the well-known transparent nature of water at visible
frequencies. It becomes opaque again in the ultraviolet. Any dissolved
chemicals such as salt dramatically alter the properties of water, making
it a DC conductor and making it much lossier in the radio frequencies.
This fact makes radio communication with submarines very difficult.
Very low frequencies (~10kHz) are used to communicate with sub-
marines. The electrical properties of water are shown in Figure 15.2.

Glass

Glass is a dielectric that is quite similar to water in many respects. As
exhibited in Figure 15.3, glass is transparent at radio and visible fre-
quencies and is opaque through much of the infrared and ultraviolet
regions. The opaqueness of glass in the ultraviolet explains why you
don’t get sunburn from sunlight that passes through glass. Another
useful property of glass is its opaqueness in the infrared. This property
is exploited in greenhouses. Visible and some near infrared radiation
from the sun passes through the glass and is absorbed by the plants
within the greenhouse. The plants, being at a much lower temperature
than the sun, reradiate their heat in the far infrared. Glass is very lossy
in the far infrared, preventing the radiation from escaping.
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Figure 15.2 Electrical properties of water as a function of
frequency. Dotted lines mark the visible region of the
spectrum. Data compiled from D.J. Segelstein, “The complex
refractive index of water,” M.S. Thesis, University of Missouri-
Kansas City, (1981). Data available online at
http://omlc.ogi.edu/spectra/index/html.
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Glass prisms take advantage of the slight change in glass permittivity
in the visible region. For example, flint glass has an index of refraction of
about 1.71 in the red frequencies and about 1.73 in the blue frequencies.
When white light is incident on a prism, the different colors are each
refracted by slightly different angles, producing a rainbow effect. Rain-
bows seen in the sky are due to the same property in water droplets.

There are many types of glass, and the dielectric constant will vary
between glass types. At electronic frequencies (microwave and below), the
dielectric constant can range from about er = 3.75 to er = 7.0. In the visible
range, the dielectric constant can range from about er = 1.5 to er = 3.0.

Figure 15.3 Electrical properties of glass (fused quartz) as a
function of frequency. Inset figure shows a closeup of the visible
region. Data compiled from T. Henning and H. Mutschke, “Low-
temperature infrared properties of cosmic dust analogues,”
Astronomy and Astrophysics, vol 327, pp. 743–754.
(http://urania.astro. Spdu,ru/JPDOC/1-entry.html) and Crystran
IR-grade fused data sheet (http://www.crystran.co.uk/).



Ground

The Earth has very different properties across the electromagnetic spec-
trum. The Earth is a decent conductor in most locations because the soil
contains water and dissolved salts. However, the conductive properties
of soil change throughout the radio bands, and are different depending
on the wave polarization (horizontal or vertical) and angle of incidence.
The frequency-dependent nature of soil conductivity has dramatic
effects on radio propagation at different bands and is very important to
the design of antenna broadcast and transmission systems. The fre-
quency dependence of Earth is illustrated in Figures 15.4 through 15.6.

HEAT RADIATION

Thermal energy is the random kinetic energy of the microscopic parti-
cles (electrons, atoms, ions, molecules) that constitute matter. One of
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Figure 15.4 Penetration depth of waves into the Earth’s
surface: (A) sea water, (B) humid soil, (C) fresh water, (D)
moderately dry soil, (E) very dry soil. Reproduced from Boithas,
L., Radio Wave Propagation, Boston: McGraw-Hill, 1987, p. 77,
with permission of Kogan-Page, Ltd.



the crowning achievements of 19th-century physics was the develop-
ment of the science of thermodynamics. Possibly the most fascinating
aspect of thermodynamics is the kinetic theory of temperature. Tem-
perature is simply a measure of the average speed of the particles in an
object. To be precise, temperature is proportional to the mean-square
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Figure 15.5 Permittivity and conductivity of the Earth’s surface:
(A) sea water, (B) humid soil, (C) fresh water, (D) moderately
dry soil, (E) very dry soil, (F) pure water, (G) ice. Reproduced
from Boithas, L., Radio Wave Propagation, Boston: McGraw-Hill,
1987, p. 53, with permission of Kogan-Page, Ltd.



velocity of the particles. For example, in a gas molecules are free to move
at will and collide with one another at random. When the temperature
of a gas increases, the molecules move faster and collisions occur more
often. In a solid, the molecules, atoms, and/or ions that constitute the
solid are held in place. The particles in solids are not free to move about,
but they do vibrate. The vibrational motion of these particles is how
thermal energy is stored and conducted in solids.

In Chapter 5, I stated that any charged particle that is accelerated (or
decelerated) will radiate energy in proportion to the magnitude of the
acceleration. In electronic applications, the electrons of a metal typically
are accelerated in a sinusoidally by an applied AC field, producing sinu-
soidal radiation. This is a special, manmade form of radiation. Because
the electrons are always in random motion due to heat contained in the
metal, all metals also exhibit a natural radiation—that of heat radiation.
In Chapter 2, I discussed how electrons in metals are free to move and
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Figure 15.6 Soil reflectivity (moderately dry soil): dashed line
represents horizontal polarization, solid line represents vertical
polarization. Reproduced from Boithas, L., Radio Wave Propagation,
Boston: McGraw-Hill, 1987, p. 55, with permission of Kogan-Page,
Ltd.



are in constant motion. The electrons can be approximated as a gas of
charged particles. They are ever moving, colliding, and changing direc-
tion. The impulses caused by the collisions imply that electrons are expe-
riencing acceleration and deceleration. In other words, the electrons are
not moving at a constant velocity. The random movement of the elec-
trons produces a random output of heat radiation. Much of this energy
is absorbed by other electrons in the metal, but some is also radiated
beyond the metal. Approximating a resistor as a perfect black body (i.e.,
a perfect radiator/absorber), you can calculate the spectrum of its radi-
ation. Let’s assume that the resistor is at about 37°C (100°F).

Figure 15.7 shows the spectrum of heat radiation from an object, such
as a resistor or a human, at 100°F. Note that the radiation peaks at about
20THz and drops by about 23 orders of magnitude (640dB) in the visible
band. This fact explains why we can’t see the thermal radiation of room
temperature (or near room temperature) objects. On the other hand, at
1THz, the radiation is only about 40dB down from the peak. Radiation
noise is quite strong in the millimeter waves and infrared.

The radiation spectrum can be calculated using Planck’s law of radi-
ation. (You may recall from Chapter 6 that it was this law that opened
the Pandora’s box of quantum theory.) This law is a universal law of
radiation for all black bodies. It allows the calculation of the thermal
radiation of any black body object. The only necessary parameter for
this equation is the temperature of the object. Using the same formula,
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Figure 15.7 Thermal radiation spectrum of black body at 37°C
(100°F). Note that the radiation in the visible band is about 23
orders of magnitude less than the peak radiation in the
infrared.



the spectrum of radiation from the sun can be calculated. Approxi-
mating the sun as a black body with a temperature of 5780°K, Figure
15.8 was created. The peak of radiation falls at about 350THz, just 
below the visible red. (The human eye can see from about 430THz to
750THz.)

The temperature of the universe has been measured using this law.
The temperature of the universe is due to the initial explosion com-
monly referred to as the big bang. This temperature is very low—about
3 degrees above absolute zero.

Radiated Thermal Noise

The existence of solar thermal radiation is great for life on Earth. However,
thermal radiation of solar, earthly, and extraterrestrial origin also appears
as noise to receiving antennas. In fact, the 3°K temperature of deep space
was discovered to some extent by accident. Two scientists, A.A. Penzias
and R.W. Wilson, at AT&T Bell Laboratories, were trying to determine the
source of noise that was being collected by their microwave antenna dish.
After eliminating all other possibilities, these scientists made the bold
hypothesis that this noise was the thermal radiation of deep space. For
this discovery, they received the Nobel Prize in physics.

Astronomers have measured the various sources of sky noise across
the spectrum. Other sources of noise that interfere with antenna recep-
tion are solar radiation and galactic radiation. The atmosphere itself 
is also a source of noise, as is thermal radiation from the Earth. Figure
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Figure 15.8 Thermal radiation spectrum of black body at
5780°K, which approximates the solar spectrum.



15.9 illustrates the many sources of electromagnetic noise present on
the Earth.

CIRCUIT NOISE

There are several types of circuit noise, but I will discuss the most
common type—that caused by the thermal movement of electrons in
wires and resistors. This type of noise is referred to as Johnson noise,
named after the researcher J.B. Johnson, who performed the first mea-
surements of resistor noise in 1928. The random motion of electrons
causes small random currents that appear as noise in circuits. Electrical
current is proportional to the velocity of the electrons, not the acceler-
ation. If you churn through the mathematics, you will find that the
noise current is proportional to the square-root of the radiated noise,
divided by the frequency. Hence, the spectral properties of the circuit
noise are different from thermally radiated noise. Johnson noise is
approximately constant across the frequencies used for electronics, and
is therefore called white noise. The term white noise is an analogy to
white light, which is an even mixture of all the colors of the visible spec-
trum. The noise voltage of a resistor is simply the noise current multi-
plied by the resistance.

CONVENTIONAL AND MICROWAVE OVENS

Microwave ovens work by bathing food in high-intensity radiation at
2.45GHz. There is a popular myth that explains microwave ovens as
operating at a special resonance of water molecules. In reality, this myth
is just that, a myth. Referring to the Figure 15.2, you can see that there
is no resonance of water at this frequency. The first resonant peak occurs
above 1THz, and the highest loss occurs well into the infrared. There is
no special significance of 2.45GHz, except that it is allocated by the FCC
as being allowable for microwave oven usage. As is commonly known,
microwave ovens differ from conventional ovens in that they heat the
entire volume of a piece of food, whereas conventional ovens heat from
the surface inward. It is this volume heating effect that allows
microwave ovens to cook food very quickly. The reason microwave
ovens perform as they do is readily seen by examining the frequency
behavior of water, as shown in Figure 15.2. In the low GHz range, the
skin depth or penetration depth of water is about 0.5cm to 4.7cm,
depending on the salt content. Thus, microwaves will heat water to a
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depth of well over an inch at these frequencies. You could even cook
food at lower, RF, frequencies such as 100MHz. There are two dis-
advantages to using lower frequencies. First, the oven would need to 
be 20 times larger so that a resonant cavity could be built. (For a 
radiation oven to work, the dimensions of the oven must be at least 
half of a wavelength.) Second, water is less lossy at 100MHz, requiring
longer heating times. On the other hand, you could use higher fre-
quencies, say 100GHz. The oven size could be made even smaller, but
the problem with using this frequency is that the skin depth is too small.
At 100GHz the skin depth of water is about 1/100 to 1/64 inches. This
type of microwave oven will produce surface heating only. The U.S. 
military is actually experimenting with radiation weapons at around 
100GHz. This radiation causes an immediate painful burn, but does not
penetrate deeply into the body, so no long-term harm is caused. From
this analysis, you can see that the range of 1GHz to 5GHz is the optimal
region for microwave oven–style heating. However, there is no special
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Figure 15.9 Sky noise from radio to X-rays. Inset illustrates
attenuation by the atmosphere and by rain. Reproduced from
Kraus, J.D., and D.A. Fleisch, Electromagnetics with Applications, 5th
Edition, Boston: McGraw-Hill, 1999, p. 336, with permission of The
McGraw-Hill Companies.
�

Figure 15.10 Voltage noise spectrum of a 1 kohm resistor at 37°C
(100°F). The noise is white up into the infrared.



significance to 2.45GHz. In fact, the unlicensed wireless data protocol
called “Bluetooth” uses the same frequency of 2.45GHz!

Conventional ovens cook food via infrared radiation from the heater
coils, and by convection and conduction of the air inside the oven.
Assuming that the coil is at a temperature of about 700°C, the radiation
peak occurs at 40THz. The skin depth of water at this frequency is about
30mm, resulting in only surface heating. The heating resulting from
contact with the hot oven air is also a surface effect.
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Electric fields       

around capacitors  44  45     
around wire       

alternating current  102      
direct current  46      

defined  25      
illustration conventions  25      
magnitude of  26      
static  94      

Electric guitars  80      
Electric shocks  41      
Electrical length  8  14  91    
Electromagnetic        

compatibility (EMC)       
defined  2  89  251    
obstacles to  252      
problem categories  2  255     

Electromagnetic devices  67      
Electromagnetic fields       

energy in  130      
field power density of  105      
types of  89      
zones of  107      

Electromagnetic radiation       
cause of  99  113     
reflection of  182      
spectrum of  5      

Electromagnetic waves       
basic component of  1      
characteristics of  6      
propagation predicted  85      
speed of  209      

Electromagnetics  3      
Electronics  9  16     
Electrons       

defined  9  55     
free space  131      
kinetic energy of  29      
mobility in metals  33      
orbiting  69      
polarity of  30      
quantum electrodynamic  132      
spin of  54  55  70    

Electrostatic induction  34      
End effects  232      
Equations of state  87      
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Evanescent waves  203      
Far fields. See Radiating fields       
Far infrared  16      
Faraday cages  188      
Faraday’s law  76      
Ferrimagnetic materials  72      
Ferrites  72  83     
Ferroelectric effect  71      
Ferromagnetic shielding  298      
Ferromagnetism  71  72     
Feynman, Richard  127      
Fiber optics  20      
Field detector  37      
Field power density formula  105      
Fluorescent lights  43      
Focal point  312      
Force fields  25      
Fraunhofer zone  107      
Free radicals  19      
Frequency-to-wavelength  4      

 formula       
Fresnel zone  107      
Frustrated waves  203      
Geometrical optics   307      

approximation       
Glass  47  335     
Glow tube meter  38      
Gravity  26      
Ground bounce  267      
Ground (earth)  338  339  340    
Grounds       

configurations for  269      
ground loops  287      

Group velocity  196      
Guard traces  266      
H-field  87      
Heisenberg Uncertainty   129      
Principle       
Hertz, Heinrich  85      
“Hidden schematic"  14  139     
High-frequency regime  14      
Holes  33      
Huygens-Fresnel wave        

propagation principle  323      
Hybrid grounds  270      
Hysteresis  82      
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Ideal Gas law  87      
Image planes       

optical  313      
printed-circuit  285      

Imaging  313      
Imaging devices  315      
Impedance       

50 ohm standard  174      
defined  78      
imaginary  78      
intrinsic material  182      

    parasitic                                              
Index of refraction 

 139 
 205      

Induced interference  255      
Inductance  76      
Inductive coupling  258      
Inductors       

AC across  78      
cores for  81      
defined  76      
discharging  77      
energy storage in  78  92     
frequency responses of  144      
hidden schematic of  146      
impedance of  79  139     
microstrip  220      
parasitic capacitance of  78  143     

Inertial frames of reference  113      
Infrared effects  16      
Insulators  18  38     
Intrinsic material impedance  182      
Ionosphere  201  334     
Ions  30      
Johnson noise  343      
Kirchhoff’s laws  10      
Lamps, incandescent  206      
Lasers  20  205     
Layout diagrams  259      
Lenses  311      
Lenz’s law  75      
Light       

dual nature of  128      
Huygens-Fresnel propagation 323      

 principle       
speed of  9  114     

Lightning  42      
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Lightning rods  44      
Litz wire  209      
Lobes  237      
Local decoupling  281      
Longitudinal balance  302      
Loop antennas       

basics of  93      
characteristics per size  236      
multiturn  249      
radiation resistance  232  234     

Lorentz-FitzGerald   118      
contraction       

Lorentz force law  62      
Lorentz transformation  117      
Loudspeakers  67      
Lumped element design  10  12  217    
Magnetic dipoles  53      
Magnetic fields       

around magnets  56      
around moving electrons  52      
around wires  51      
Earth’s  54      
general law governing  66      
nature of  51      
vector potential of  68      

Magnetic materials classified  72      
Magnetic monopoles  51      
Magnetic permeability of   73      
materials       
Magnetic vector potential  68      
Magnets  71      
“Mains" 37      
Marconi, Guglielmo  86      
Matter  30  328     
Maximum power transfer law  173      
Maxwell’s equations  85      
Metals  30      
Metric equation  120      
Microstrip transmission lines       

characteristic impedance of  172  261     
common forms of  260      
distributed circuit techniques with 218      
frequency limitations of  200      
grounding example  293      
low-pass filter  17      
paths of least impedance in  262      
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Microstrip transmission lines (Cont.)       
    wave velocity of  261      

Microwave effects  16      
Microwave frequency range  218      
Minkowski, Hermann  120      
Mirrors  181      
Molecules  30      
Momentum-energy vector  124      
Monopole antennas       

1/4 wave  241      
5/8 wave  243      

Monopoles  230      
Motion  113      
Motors  58      
Near fields. See Storage fields       
Neutrons  30      
Newton’s laws  113      
Nodes  10      
Noise  20  31  342    
Northern Lights  63      
Norton wave  212      
Ohm’s law  9      
One-port devices  221      
Optical theories  18      
Orbitals  30      
Ovens  343      
Overshoot/undershoot  171      
Paramagnetism  70      
Parasitic capacitance  139      
Parasitic inductance  139      
PCB stackup  286      
Period formula  4      
Permeability  73      
Permittivity of materials  47      
Photon energy formula  4      
Photonics  20      
Photons  1  18     
Planck,  Max  126      
Planck’s constant  127      
Plasma frequency  334      
Positrons  131      
Potential energy  29      

    
Power lines  174  209     
Power supply decoupling       

capacitor placement  278      

Power AC  102   
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Power supply decoupling (Cont.)       

capacitors for  273      
challenges in  276      
designing  278      
goals of  271      
high frequency  281      
local  281      
low frequency  278      
low-pass filter for  272  273     
modeling of  274      
need for  271      
power supply  281      
two-layer board  290      

Printed circuit boards  259      
Printed circuits       

chamfered corners  282      
clock signal routing  284  285     
cross-coupling within  252      
ground decoupling  292      
ground loops  287      
grounding configurations  269      
guard traces  266      
IC decoupling  292      
image planes for  285      
layout examples  287  288  289  290 291  
layout rules  264      
layout tips  286      
power supply decoupling  271      
power/ground planes on  277      
routing guidelines  285      
shielding on  265      
transmission line  172      
transmission line terminations  283      

Propagation modes  197      
Proper length  115      
Proper mass  124      
Proper time  115      
Proper velocity  122      
Protons  30      
Quantum electrodynamics  127      
Quantum physics  126      
Quantum strangeness  127      
Radiated interference  255      
Radiating fields       

AC source  105      
accelerated charge  97      
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Radiating fields (Cont.)       

characteristics summarized  107      
circuits generating  93      
defined  89      

Radiation. See Electromagnetic        
radiation       

Radiation resistance  231      
Ray theory  18      
Reactance  78      
Reactive fields. See Storage fields       
Reciprocity law  231      
Reflecting dish antennas  307      
Reflection coefficient formula  160      
Reflections in RF systems  172      
Relativistic mass  124      
Relativity theory  111      
Relaxation frequency  332      
Relaxation time  33      
Relays  79      
Renormalization  132      
Resistance  32      
Resistors       

formula response of  140      
hidden schematic of  140      
pull-up  171      
types of  139      

Resonant cavities  204      
RF chokes  151  273     
RF coupling capacitors  150      
RF decoupling  282      
Ribbon cables  300      
Right hand rule  53      
Ringing  252      
S-parameters  221      
Saturation  82      
Schematic diagrams  259      
Schroedinger, Erwin  128      
Schumann resonance  204      
Self-compatibility  251      
Semiconductors  33      
Shelves  171      
Shielding effectiveness  185      
Shields       

basics of  181      
electrical thickness of  192  194     
far field  184      
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Shields (Cont.)       

Faraday cages  188      
gaskets  189      
grounding of  190      
holes in  186      
honeycomb  189      
mesh  188  189     
microwave oven  188      
near field  190      
tubular  189      

Signal integrity  251      
Signals,  digital       

anomalies  253      
frequency spectra of  254      
rise times  252      

Simultaneity  117      
Simultaneous switching noise  269      
Single-ended cabling  302      
Skin depth  183  185  299    
Skin effect  183      
Skin resistance  41      
Skip-mode  201      
Sky noise  344      
Solenoids  54      
Sommerfeld-Goubau wave  214      
Space-time  115      
Space travel  121      
Spectrum       

electromagnetic  5      
visible  319      

Spin  54  55  70  131   
Square waves  12      
St. Elmo’s fire  44      
Standing waves  177      
Static electricity  39      
Storage fields       

AC source  105      
characteristics  107      
circuits generating  93      
defined  89      

Stray fields  253      
Stretch factor  116      
Strip-line  286      
Superconductors  133      
Superparamagnetic materials  72      
Surface acoustic wave devices  210      
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Surface mount devices  218      
Surface waves       

coupled  214      
defined  210      
propagation of  211      

Telephone line directional couplers 224      
Telephone ringers  79      
TEM (transverse electric and        

magnetic) mode  200  214     
Temperature  31  339     
Tensor  124      
Tesla, Nikola  86      
Thermal radiation  126      
Thompson, G.P.  128      
Time desynchronization  117      
Time dilation  117      
Time domain reflectometers  175      
Time domain sampling  317      
Time retardation  96      
Time shielding techniques  265      
Tolerance  139      
Torque  57      
Transfer impedance  299      
Transformers  81  83     
Transmission coefficient formula  160      
Transmission line effects  12  14     
Transmission lines. See also        

Microstrip       
transmission lines       
analog signals on  165      
battery exciting  155      
characteristic impedances of  155      
current loops in  294      
defined  153      
digital signals on  163      
eighth-wavelength  218      
high-power  174      
impedance matching       
digital systems  171      
RF systems  172      
impedance transformations by  167      
length effects of  167      
losses in, lossless  173  154     
maximum power transfer law  173      
measuring impedances of  175      
models of  154      
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Microstrip (Cont.)       

near field surrounding  258      
Transmission lines. See also        

 172      
quarter-wavelength  168      
reflections in  159      
sinusoidal signals on  178      
standing waves on  177      
strip-line  172  200     
surface waves on  214      
traditional  214      
waveguide model of  157      
waveguide modes on  199      
waveguides versus  217      

Traveling wave antennas  246      
Triaxial cables  298      
Triboelectric effect  41  45     
Tunneling  17      
Twin paradox  123      
Twisted pair cables  301      
Two-port devices  221      
Ultraviolet rays  19      
Vector network analyzer  222      
Virtual electron/positron pairs  131      
Virtual photons  130      
Vision  319      
Voltage  28  29     
Voltage nodes  10      
Water       

absorption coefficient  18      
charged molecules  40      
electrical properties of  47  335     
low-frequency permeability of  73      
molecular asymmetry  39      
skin depth of  343  345     

Wave antenna  212      
Waveguides       

antennas  202      
cutoff frequency  196      
cylindrical  17      
defined  194      
Earth’s  201      
evanescent waves in  203      
fiber optics as  204      
grounded coplanar  266  267     
minimum size  194      

printed circuit board 
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Waveguides (Cont.)       

propagation modes within  197      
transmission lines versus  217      
tunneling in  204      

Wavelength division multiplexing 205      
Wavelength-to-frequency formula  4      
White noise  20  31     
Wires       

as conductors  10      
current-carrying  65      
heat losses from  101      
hidden schematic of  149      

X-rays  19    98     
Yagi-Uda array  246  247     
Zenneck wave  212      
       
 

367


	Cover
	PREFACE
	CONTENTS
	INTRODUCTION AND SURVEY OF THE ELECTROMAGNETIC SPECTRUM
	THE NEED FOR ELECTROMAGNETICS
	THE ELECTROMAGNETIC SPECTRUM
	ELECTRICAL LENGTH
	THE FINITE SPEED OF LIGHT
	ELECTRONICS
	ANALOG AND DIGITAL SIGNALS
	RF TECHNIQUES
	MICROWAVE TECHNIQUES
	INFRARED AND THE ELECTRONIC SPEED LIMIT
	VISIBLE LIGHT AND BEYOND
	LASERS AND PHOTONICS
	SUMMARY
	BIBLIOGRAPHY: GENERAL TOPICS FOR CHAPTER 1
	BIBLIOGRAPHY: STATE- OF- THE- ART ELECTRONICS
	Web resources

	FUNDAMENTALS OF ELECTRIC FIELDS
	THE ELECTRIC FORCE FIELD
	OTHER TYPES OF FIELDS
	VOLTAGE AND POTENTIAL ENERGY
	CHARGES IN METALS
	THE DEFINITION OF RESISTANCE
	ELECTRONS AND HOLES
	ELECTROSTATIC INDUCTION AND CAPACITANCE
	INSULATORS ( DIELECTRICS)
	STATIC ELECTRICITY AND LIGHTNING
	THE BATTERY REVISITED
	ELECTRIC FIELD EXAMPLES
	CONDUCTIVITY AND PERMITTIVITY OF
	COMMON MATERIALS
	BIBLIOGRAPHY: ELECTRIC FIELDS AND CONDUCTION
	BIBLIOGRAPHY: STATIC ELECTRICITY AND LIGHTNING
	Web Resources

	FUNDAMENTALS OF MAGNETIC FIELDS
	MOVING CHARGES: SOURCE OF ALL MAGNETIC FIELDS
	MAGNETIC DIPOLES
	EFFECTS OF THE MAGNETIC FIELD
	The Dipole
	The Moving Charge
	Currents
	THE VECTOR MAGNETIC POTENTIAL AND
	POTENTIAL MOMENTUM
	MAGNETIC MATERIALS
	Diamagnetism
	Paramagnetism
	Ferromagnetism and Magnets
	Summary of Magnetic Materials
	MAGNETISM AND QUANTUM PHYSICS
	BIBLIOGRAPHY

	ELECTRODYNAMICS
	CHANGING MAGNETIC FIELDS AND LENZ  S LAW
	FARADAY  S LAW
	INDUCTORS
	Discharging an Inductor
	AC CIRCUITS, IMPEDANCE, AND REACTANCE
	RELAYS, DOORBELLS, AND PHONE RINGERS
	MOVING MAGNETS AND ELECTRIC GUITARS
	GENERATORS AND MICROPHONES
	THE TRANSFORMER
	Transformer and Inductor Cores
	SATURATION AND HYSTERESIS
	WHEN TO GAP YOUR CORES
	FERRITES: THE FRIENDS OF RF, HIGH- SPEED DIGITAL,
	AND MICROWAVE ENGINEERS
	MAXWELL  S EQUATIONS AND THE
	DISPLACEMENT CURRENT
	And Maxwell Said,   Let There Be Light
	PERPETUAL MOTION
	WHAT ABOUT D AND H? THE CONSTITUITIVE RELATIONS
	BIBLIOGRAPHY
	Web Resources

	RADIATION
	STORAGE FIELDS VERSUS RADIATION FIELDS
	ELECTRICAL LENGTH
	The Engineer and the Lawyer
	Circuits That Store and Transport Energy
	Circuits That Radiate
	Explaining the Lawyer  s Claim
	THE FIELD OF A STATIC CHARGE
	THE FIELD OF A MOVING CHARGE
	THE FIELD OF AN ACCELERATING CHARGE
	A Curious Kink
	X- RAY MACHINES
	THE UNIVERSAL ORIGIN OF RADIATION
	THE FIELD OF AN OSCILLATING CHARGE
	THE FIELD OF A DIRECT CURRENT
	THE FIELD OF AN ALTERNATING CURRENT
	NEAR AND FAR FIELD
	THE FRAUNHOFER AND FRESNEL ZONES
	PARTING WORDS
	BIBLIOGRAPHY
	Web Resources

	RELATIVITY AND QUANTUM PHYSICS
	RELATIVITY AND MAXWELL  S EQUATIONS
	The Speed of Light Is Always the Same, or   c + v = c
	Proper Length and Proper Time
	SPACE AND TIME ARE RELATIVE
	The Expansion of Time
	Simultaneity Is Relative
	Lorentz Contraction of Length
	SPACE AND TIME BECOME SPACE- TIME
	THE COSMIC SPEED LIMIT AND PROPER VELOCITY
	Twin Paradox
	Space- Time, Momentum- Energy, and Other Four- Vectors
	ELECTRIC FIELD AND MAGNETIC FIELD BECOME THE
	ELECTROMAGNETIC FIELD
	Even a Stationary Charge Has a Magnetic Field
	THE LIMITS OF MAXWELL  S EQUATIONS
	QUANTUM PHYSICS AND THE BIRTH OF THE PHOTON
	Quantum Strangeness
	Particles Are also Waves
	The Uncertainty Principle
	THE QUANTUM VACUUM AND VIRTUAL PHOTONS
	Quantum Physics, Special Relativity, and Antimatter
	Matter Fields + Electromagnetic Fields = QED
	EXPLANATION OF THE MAGNETIC VECTOR POTENTIAL
	THE FUTURE OF ELECTROMAGNETICS
	RELATIVITY, QUANTUM PHYSICS, AND BEYOND
	BIBLIOGRAPHY AND SUGGESTIONS FOR
	FURTHER READING
	Web Resources

	THE HIDDEN SCHEMATIC
	THE NON- IDEAL RESISTOR
	THE NON- IDEAL CAPACITOR
	THE NON- IDEAL INDUCTOR
	NON- IDEAL WIRES AND TRANSMISSION LINES
	OTHER COMPONENTS
	MAKING HIGH- FREQUENCY MEASUREMENTS
	OF COMPONENTS
	RF COUPLING AND RF CHOKES
	COMPONENT SELECTION GUIDE
	BIBLIOGRAPHY

	TRANSMISSION LINES
	THE CIRCUIT MODEL
	CHARACTERISTIC IMPEDANCE
	THE WAVEGUIDE MODEL
	RELATIONSHIP BETWEEN THE MODELS
	REFLECTIONS
	PUTTING IT ALL TOGETHER
	DIGITAL SIGNALS AND THE EFFECTS OF RISE TIME
	ANALOG SIGNALS AND THE EFFECTS OF FREQUENCY
	IMPEDANCE TRANSFORMING PROPERTIES
	IMPEDANCE MATCHING FOR DIGITAL SYSTEMS
	IMPEDANCE MATCHING FOR RF SYSTEMS
	MAXIMUM LOAD POWER
	Power Ef   ciency
	Why 50 Ohms?
	MEASURING CHARACTERISTIC IMPEDANCE: TDRS
	STANDING WAVES
	In   nity Becomes Two
	BIBLIOGRAPHY
	Web Resources

	WAVEGUIDES AND SHIELDS
	REFLECTION OF RADIATION AT MATERIAL BOUNDARIES
	THE SKIN EFFECT
	SHIELDING IN THE FAR FIELD
	The Effect of Holes in the Shield
	Mesh Shields and Faraday Cages
	Gaskets
	NEAR FIELD SHIELDING OF ELECTRIC FIELDS
	WHY YOU SHOULD ALWAYS GROUND A SHIELD
	NEAR FIELD SHIELDING OF MAGNETIC FIELDS
	WAVEGUIDES
	Cutoff Frequency
	Multipath Transmission
	Waveguide Modes
	Waveguide Modes on Transmission Lines
	The Earth  s Waveguide
	Antennas for Waveguides
	Evanescent Waves and Tunneling
	RESONANT CAVITIES AND SCHUMANN RESONANCE
	FIBER OPTICS
	LASERS AND LAMPS
	BIBLIOGRAPHY
	Shielding
	Waveguides
	Wave Propagation on Earth and in the Atmosphere
	Web Resource

	CIRCUITS AS GUIDES FOR WAVES AND S- PARAMETERS
	SURFACE WAVES
	SURFACE WAVES ON WIRES
	COUPLED SURFACE WAVES AND TRANSMISSION LINES
	How a Transmission Line Really Works
	Transmission Line Modes and Waveguide Modes
	LUMPED ELEMENT CIRCUITS VERSUS
	DISTRIBUTED CIRCUITS
	S- PARAMETERS: A TECHNIQUE FOR ALL FREQUENCIES
	THE VECTOR NETWORK ANALYZER
	BIBLIOGRAPHY
	Surface Waves
	Vector Network Analyzers and VNA Calibration
	Microwave Engineering and Distributed Circuits
	RF, Microwave Circuit, and Electromagnetic
	Simulation Software
	Web Resource

	ANTENNAS: HOW TO MAKE CIRCUITS THAT RADIATE
	THE ELECTRIC DIPOLE
	THE ELECTRIC MONOPOLE
	THE MAGNETIC DIPOLE
	RECEIVING ANTENNAS AND RECIPROCITY
	RADIATION RESISTANCE OF DIPOLE ANTENNAS
	FEEDING IMPEDANCE AND ANTENNA MATCHING
	ANTENNA PATTERN VERSUS ELECTRICAL LENGTH
	POLARIZATION
	The Indoor FM Radio Antenna
	EFFECTS OF GROUND ON DIPOLES
	The l / 4 Monopole Antenna
	The 5/ 8 l Monopole Antenna
	The Car Radio Antenna
	WIRE LOSSES
	SCATTERING BY ANTENNAS, ANTENNA APERTURE,
	AND RADAR CROSS- SECTION
	DIRECTED ANTENNAS AND THE YAGI- UDA ARRAY
	TRAVELING WAVE ANTENNAS
	ANTENNAS IN PARALLEL AND THE FOLDED DIPOLE
	MULTITURN LOOP ANTENNAS
	BIBLIOGRAPHY AND SUGGESTIONS FOR
	FURTHER READING

	EMC
	SELF- COMPATIBILITY AND SIGNAL INTEGRITY
	FREQUENCY SPECTRUM OF DIGITAL SIGNALS
	CONDUCTED VERSUS INDUCED VERSUS
	RADIATED INTERFERENCE
	CROSSTALK
	CIRCUIT LAYOUT
	PCB TRANSMISSION LINES
	THE PATH OF LEAST IMPEDANCE
	THE FUNDAMENTAL RULE OF LAYOUT
	SHIELDING ON PCBS
	COMMON IMPEDANCE: GROUND RISE AND
	GROUND BOUNCE
	STAR GROUNDS FOR LOW FREQUENCY
	DISTRIBUTED GROUNDS FOR HIGH FREQUENCY:
	THE 5/ 5 RULE
	TREE OR HYBRID GROUNDS
	POWER SUPPLY DECOUPLING: PROBLEMS
	AND TECHNIQUES
	POWER SUPPLY DECOUPLING: THE DESIGN PROCESS
	Power Supplies
	Local Decoupling
	RF DECOUPLING
	POWER PLANE RIPPLES
	90 DEGREE TURNS AND CHAMFERED CORNERS
	LAYOUT OF TRANSMISSION LINE TERMINATIONS
	ROUTING OF SIGNALS: GROUND PLANES, IMAGE PLANES,
	AND PCB STACKUP
	3W RULE FOR PREVENTING CROSSTALK
	LAYOUT MISCELLANY
	LAYOUT EXAMPLES
	GROUND LOOPS ( MULTIPLE RETURN PATHS)
	DIFFERENTIAL MODE AND COMMON MODE RADIATION
	CABLE SHIELDING
	Coaxial Cables Below the Break Frequency
	Triaxial Cables and Ferromagnetic Shielding
	Break Frequency
	Coaxial Cables Above the Break Frequency
	Skin Depth and Transfer Impedance
	Solid and Braided Shields
	Ribbon Cables
	Twisted Pair Cables
	Single- Ended versus Balanced Signaling*
	Cabling Summary
	BIBLIOGRAPHY AND SUGGESTIONS FOR
	FURTHER READING
	Web Sites

	LENSES, DISHES, AND ANTENNA ARRAYS
	REFLECTING DISHES
	LENSES
	IMAGING
	Imaging Resolution
	ELECTRONIC IMAGING AND ANTENNA ARRAYS
	OPTICS AND NATURE
	BIBLIOGRAPHY AND SUGGESTIONS FOR
	FURTHER READING

	DIFFRACTION
	DIFFRACTION AND ELECTRICAL SIZE
	HUYGENS  PRINCIPLE
	BABINET  S PRINCIPLE
	FRAUNHOFER AND FRESNEL DIFFRACTION
	RADIO PROPAGATION
	CONTINUOUS MEDIA
	BIBLIOGRAPHY AND SUGGESTIONS FOR
	FURTHER READING

	FREQUENCY DEPENDENCE OF MATERIALS, THERMAL RADIATION, AND NOISE
	FREQUENCY DEPENDENCE OF MATERIALS
	Conductors and Dielectrics
	Dielectrics
	HEAT RADIATION
	Radiated Thermal Noise
	CIRCUIT NOISE
	CONVENTIONAL AND MICROWAVE OVENS
	BIBLIOGRAPHY AND SUGGESTIONS
	FOR FURTHER READING
	Web Resources

	Appendix A ELECTRICAL ENGINEERING BOOK RECOMMENDATIONS
	Computer Networks
	Electrical Engineering
	Practical Electronics
	Designing with Transistors
	Practical Tips for Analog Design
	Practical Electrical Engineering
	Digital Circuit Design
	High- Speed Digital Design
	High- Speed Digital PCB Layout
	Practical EMC
	EMC Theory
	Shielding and Cabling
	RF Engineering
	Microwave Engineering
	Practical Antennas
	Antenna Theory
	Electromagnetics (in Order of Difficulty)
	Physics

	Index

